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1 Introduction: Systems on Chip and Systems in Package

Systems on Chip (SoCs) are complex systems congghiilions of transistors integrated in a
unique silicon chip,implementing highly complex @tionalities by means of a variety of
modules communicating with the system memoriesarimétween themselves via a proper
communication system.

The building-blocks of a SoC (also called InteliedtProperties or IPs) can be distinguished into
two classesinitiators, which are all the blocks able to generate traffec write data into a
storage element (SE), typically a memory, and degtd from a SE; anidrgets, which are

blocks able to manage the traffic generated byrttiators (the SEs themselves).

Typical examples of initiators are:

» Processors, which have strict requirements in terms of layeand bandwidth. Their
bandwidth must be limited in some way to allow dtieer initiators to be serviced.

* Real timeinitiators, such as audio/video blocks, are more latency totehan the
processors, but have strict needs in terms of bttllw

» DMAs, which have no particular requirements in termsatéricy or bandwidth.
Normally they can work using the remaining bandtvjdite. the part unused by the
processors and real time initiators.

Among the targets the following classes can betified:

» External fast memories comprise high performance memories such as SDRAM
(Synchronous Dynamic Random Access Memory) and DRl Data Rate) SDRAM,
mainly for real-time applications like video, typity working at around 400 MHz. Their
speed is limited by physical constraints imposegdngys.

» Slow memoriesare usually low performance memories like SRAM &tash, used for
storage of huge amounts of data, and whose accesanaged by caches, typically
working at around 200 MHz. Their speed is limitgdthe application.

» Peripheralsare slow memories such as 12C and Smartcard, usecevno high-speed
performance is required, working at around 50/108zM

The different IPs communicate with each other kianchip communication system, that can
be implemented either as a bus [1], or as a Networ&hip (NoC) [2] according to the novel
communication paradigm developed over the lastyfears [3].

Initiators External fast
(processors, memories
real time

blocks, DMAS)

On-chip communication system

Slow memories Peripherals

Figure 1-1: Typical SoC architecture
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Normally the CPUs run at the highest speed andigmory system represents the SoC
bottleneck in terms of performance. This approasimg different islands running at different
frequencies in a GALS (Globally Asynchronous Log&lynchronous) system, is widely used
today. It is expected that this will eventually beee so widespread that no global clock
distribution will be required.

While such systems work today, it is expected thatumber of IPs in SoCs for consumer
stationary applications will rise to above 100, #mel aggregated data rate to above 100Th/s, by
2016 [ITRS 2007 System Drivers, "SOC Consumer @&tatly Design Complexity Trends"]. In
this context, it is clear that huge strain will g on the on-chip communication system.

Current systems are affected by at least two mgéuiissues from a technological point of
view, as highlighted below.

» The ever decreasing feature size in CMOS silicacgsses allows digital logic to shrink
significantly between subsequent fabrication notlgsgxample a shrink of 55% could
be expected when comparing a digital IP implememté&®nm and 65nm. However
analogue and IO cells have been unable to matshédte of decrease, leading to
increasingly pad limited designs in many comple&aA pad-limited design can be
viewed as wasteful since the digital logic is mopiemented as densely as it might be
were it the only contributing factor to the devarea.

» The transition to sub 32nm design introduces aadarhy between supporting low
voltage, high speed IO logic; for example DDR3 1@V800MHz+; and higher voltage
interconnect technologies, for example HDMI, SATJ/SB3 etc. The lower voltage
DDRa3 interface requires a gate oxide thickness0déf, 3vhile HDMI would require 50A -
incompatible within a standard process.

By splitting a traditional single SoC in to mulépdliice these pressures can be alleviated. A
system composed of more than one die is usuaklyne to as System in Package (SiP). An
example SIP would be composed of a 32nm die comgrisigh speed CPUs, DDR3
controller(s) and differentiating IP, connecte&t85nm die comprising analogue PHYs. Thanks
to the reduced set of analogue IP the 32nm dietigetsraximum benefit from the shrink.

SiP technology offers many significant benefitg]uaing:

» Footprint — More functionality fits into a small space. ThigenddMoore’s Lawand
enables a new generation of tiny but powerful desic

» Speed — The average wire length becomes much shorteaepropagation delais
proportional to the square of the wire length, allggerformance increases.

* Power — Keeping a signal on-chip reducespitsver consumptioby ten to a hundred
times. Shorter wires also reduce power consumjyoproducing lesparasitic
capacitanceReducing the power budget leads to less heatrago®, extended battery
life, and lower cost of operation.

» Design — The vertical dimension adds a higher order oheativity and opens a world of
new design possibilities.

» Heterogeneousintegration — Circuit layers can be built with different preses, or even
on different types of wafers. This means that camgmts can be optimized to a much
greater degree than if they were built togethea single wafer. Even more interesting,
components with completely incompatible manufacmicould be combined in a single
device (see figure 1.2).
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Uses Logic

High-Density System
{Smaller and Thinner)

Traditional System

Figure 1-2: Example of heterogeneous integration

» Circuit security - The stacked structure hinders attemptet@rse engineghe
circuitry. Sensitive circuits may also be dividedang the layers in such a way as to
obscure the function of each layer.

» Bandwidth - 3D integration allows large numbers of vertigials between the layers.
This allows construction of wide bandwidth busesveen functional blocks in different
layers. A typical example would be a processor plesnory 3D stack, with the cache
memory stacked on top of the processor. This aenaegt allows a bus much wider than
the typical 128 or 256 bits between the cache andgssor. Wide buses in turn alleviate
the memory wall problem.

Figure 1-3: Detail of electrical wires between dice
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2  Systems on Chips integration issues

On-chip interconnect

The function of aron-chip interconnect is to distribute the signals to and among theoueyi
circuit/system functions on a chip.

The fundamental development requirement for intemeat is to meet the high-speed
transmission needs of chips, despite further sgalfrfeature sizes.

When breaking down any electronic system (e.g. $iG)its basic components (transistors,
diodes, passive circuit elements, etc.) we obsiratelectronic systems consist of two parts: the
basic components and the highly complex interconfiadeic linking them. This interconnect
fabric is organized in hierarchical way, from narrow short interconnects between basic
elements to longer and larger interconnects farawnnecting circuit blocks. For integrated
circuits with well-defined local, intermediate agidbal interconnect layers, on chip circuit-
hierarchy is organized from transistors to logitegasub-circuits, circuit-blocks, and finally,
bond pad interface circuits.

Table 2-1 presents a structured definition of etdenect technologies based on the interconnect
hierarchy. The interconnection hierarchy is depictefigure 2-1.

Level Suggested Name Key Characteristics

Package 3D-Packaging Traditional packaging of autenect
technologies, e.g., wire-bonded die stagks,
package-on-package stacks.

Bond-pad 3D-Wafer-level 3D interconnects are processed after th
Package (3D-WLP) IC fabrication, “post IC-passivation” (via|
last process). Connections on bond-pad

[¢°]

level.
Global 3D-Stacked Integrated| Stacking of large circuit blocks (tiles, IP
Circuit/ blocks, memory —banks), similar to an

3D-System-on-Chip SOC approach but having circuits
(3D-SIC /3D-S0OC) physically on different layers.
Unbuffered I/O drivers (Low C, little or
no ESD protection on TSVS).

Intermediate| 3D-SIC Stacking of smaller circuitdis, parts of
IP-blocks stacked in vertical dimensions.
Mainly wafer-to-wafer stacking.

Local 3D-Integrated Circuit | Stacking of transistor layers.
(3D-I1C) Requires 3D connections at the density
level of local interconnects.

Table 2.1 Interconnect technologies based on the the IntareonhHierarchy, (Source: ITRS
Interconnects[6])
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A wide variety of technologies can be used to reathe interconnect technologies described
above. Of particular interest here are the so-ddllénrough-Si-Via” technologies used for 3D-
WLP, 3D-SOC, and 3D-SIC interconnect technologies.

A Through Silicon Via (TSV) connection is a galvawbnnection between the two sides of a Si
wafer that is electrically isolated from the suastrand from other TSV connections. The
isolation layer surrounding the TSV conductor ikechthe TSV liner. The function of this layer
is to electrically isolate the TSVs from the suatrand from each other. This layer also
determines the TSV parasitic capacitance. In aaearoid diffusion of metal from the TSV into
the Si-substrate, a barrier layer is used betwieetirier and the TSV metal.

Although that these interconnect provide high thgiquut in the current process technologies,
there are several challenges that need to be agdras discussed in next section, if we want to
continue using the silicon-based interconnect énfthiure process technologies (22nm and
below).

g
global

-+

intermediate

BEOL interconnect wirin

L]

Figure 2-1 : Schematic representation of the Inbarcects Hierarchy in CMOS wafer

Limits of electrical interconnect
From a technological point of view, interconneas de classified in the following categories:

* local interconnect, used for short-distance communication (typicayween individual
logic gates), and comprising the majority of onpchiires; they have the smallest pitch,
and a delay of less than one clock cycle;

» global interconnect, providing communication between large functidolakcks (IPs).
Global interconnects have the largest pitch anelaydypically longer than one or two
clock cycles.

* intermediate interconnect, having dimensions that are between those of lmedlglobal
interconnects.
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Global
interconnects

Intermediate
interconnects
TEREgEmENge Local

T ] I myEgn interconnects

Figure 2-2 : On-chip interconnect classification

A key difference between local and global interaetnis that the length of the former scales
with technology node, while for the latter the léng approximately constant. From a
functional point of view, the two main importantdaperformance-demanding applications of
interconnects in SoC are signaling (i.e. the compaiion of different logic units) and clock
distribution. In this context they can be classifés
* point-to-point links, used for critical data-intensive links, such #&Jamemory buses in
processor architectures;
» broadcast links, representing physical channels where the numioeceivers (and
therefore repeaters) is high and switching actigtglso high
* network links, targeted at system buses and reconfigurable nietw@ming at serving
complete system architectures, whose typical conication load is around several tens
of Gbl/s.
An idealinterconnect should be able to transmit any sigiitdd no delay, no degradation (either
inherent or induced by external causes), over @tgrite without consuming any power,
requiring zero physical footprint and without digting the surrounding environment. Of course
this is not the case, and a number of metrics sed in order to characterize the performance
and the quality of real interconnects.
Thepropagation delay (ps) is the time required by a signal to crossr@wrure interconnect
delay depends on the link length and the speedopiggation of the wavefront (time of flight).
Electrical regeneration introduces additional defapugh buffers and transistor switching
times. Moreover, delay can be induced by crossthaik;can be reduced by increasing the
interconnect width at the expense of bandwidth iteriBechnology scaling has negligible effect
on the delay of interconnect with an optimal numtferepeaters.
Bandwidth density (Hz/um) is a metric that characterizes information tigtgout over a unit
cross section of an interconnect.
Thepower and delay product (PDP, pJ) is commonly used in the technology degrgeess to
evaluate circuit performance.
TheBit Error Rate (BER, s') may be defined as the rate of error occurrencessaie main
criterion in evaluating the performance of digttainsmission systems. In SoCs, errors come
from signal degradation. For an on-chip communicasystem a BER of 10 is acceptable;
electrical interconnects typically achieve BER figmibetter than 18. This is why BER is not
commonly considered in integrated circuits desigries. However, future operation
frequencies are likely to change this, since thaldoation of necessarily faster rise and fall
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times, lower supply voltages and higher crosstatkdases the probability of wrongly
interpreting the signal that was sent.

Using advanced CMOS technologies, where DSM effaeslominant, the physical design of a
SoC is increasingly faced with two types of issue:

» Physical issues, related to the difficulties encountered, mainlyidg the placement of
the hard macros and the standard cells, and dtirengputing of clock nets and
communication system wires;

» Performanceissues, related mainly to the bandwidth requirementshefdifferent IPs,
that in order to be fulfilled, would require So@srtin at very high speeds.

Physical issues

Figure 2.3 shows the floorplan of an example CM@ip tor consumer applications, where the
interconnect, implemented with a NoC solution,ighlighted.

CMOQOS chip

B Network Interface

= Routing

- NoC node

=

Figure 2-3: CMOS chip floorplan with NoC placemant routing higlighted

In this figure the dark squares represent Netwotrsrfaces of the various IPs of the chip (both
initiators and targets), the dark rectangles agentides, responsible for arbitration and
propagation of information, and the dark linestaeephysical channels connecting the different
NoC devices. All these elements must be physidatlgted in the grey area, which represents
the physical space available for interconnect. Beeaf the shape (quite irregular and with thin
regions) and the area size, it is clear that thegrhent of the interconnect standard cells can be
difficult, and that the routing of the wires, tltan be also very long, can suffer congestion.

Performance issues

As far as performance is concerned, two main fadtdtuence the overall operating frequency
of a SoC: device switching times and interconnectdovidth. Current technologies can achieve
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unprecedented transistor transition frequencieszj@de to short transistor lengths. However,
the same is not true for interconnect. Indeed,icoatly shrinking feature sizes, higher clock
frequencies, and growth in complexity are all negafactors as far as switching charges on
metallic interconnect are concerned. This situasoshifting the IC design bottleneck from
computing capacity to communication.

Feature sizes on integrated circuits and therefiocait speed have followed Moore’s law for
over three decades and the CMOS integration caiyaikiktill increasing. In this respect,
according to the International Technology RoadnmBEmiconductors (ITRS) [4], the RC time
constants associated with metallic interconnedisnet be able to decrease sufficiently for the
high-bandwidth applications destined to appeahénrtext few years. Internal data rates of
processors fabricated in deep submicron CMOS tdobgpdnave exceeded GHz rates. While
processing proceeds at GHz internally, off chipewihave held inter-chip clock rates at
hundreds of MHz.

The function of an interconnect is to distributeadd and other signals to and among the various
circuits/systems on a chip. The fundamental devetoyg requirement for interconnect is to meet
the high-speed transmission needs of chips defspiteer scaling of feature sizes. This scaling
down however, has been shown to increase the gigniine delays in the global interconnect
layers severely. Indeed, while the reduction ingrstors gate lengths increases the circuit speed,
the signal delay time for global wires continuegirease with technology scaling, primarily
due to the increasing resistance of the wires haid increasing lengths.

Current trends to decrease the runtime delaygdher consumption and the crosstalk, focus on
lowering the RCproduct of the wires, by using metaith lower resistivity (i.e. Copper instead
of Aluminum) and by the use of insulators with lovdéelectric constant.

From bus to Network on Chip

The System-on-Chip (SoC) industry has developedlisapver the last fifteen years from
producing VLSI devices that integrated a proceasora few memory and peripheral
components onto a single chip to today’s high-perémce SoCs that incorporate hundreds of IP
blocks. This progress is a consequence of Mooraig (which enables ever-higher levels of
integration) and of market economics (where conssmemand ever-more functionality in
smaller, lower-cost products with better battefg)li

Early SoCs used an interconnect paradigm inspiyetidorackbased microprocessor systems of
earlier days. In those rack systems, a backplaparmailel connections formed a ‘bus’ into which
all manner of cards could be plugged. A systemgiesicould select cards from a catalogue and
simply plug them into the rack to yield a custondizgystem with the processor, memory and
interfaces required for any given application. lsirailar way, a designer of an early SoC could
select IP blocks, place them onto the silicon, @mthect them together with a standamechip

bus (see figure 2-4).

However, buses do not scale well. With the rapd i the number of blocks to be connected
and the increase in performance demands, today’s Sannot be built around a single bus.
Instead, complex hierarchies of buses are usetlystsated in figure 2-5), with sophisticated
protocols and multiple bridges between them. Ia tlaise different busses are used based on the
system requirments. For example the CPU bus h&spgagormance and low latency, while

other busses can be used for low performance comation such as low speed periphersl.
Communication between two remote blocks can ge®ieeral buses, and every section of every
path must be carefully verified. Timing closureigrowing problem because there is so much
that must be checked. Bus-based interconnect g lstietched to its limit, and as the limit is
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approached the risk of errors increases rapidiye interconnect strategy was required to
bring these risks back under control.

I/0 I/0 I/0
Device Device Device Memory

Processor

Figure 2-4: Typical Bus used for interconenctiorpofcessors, memory and 1/O devices

CPU RAM ROM
High-speed
device
CPU bus
Bus
i - |-
| ' interface High-speed bus
DMA Timers
controller
fiess Low-speed bus
interface | | .

Device

Figure 2-5: Hierarchy of busses in a complex SoC

To overcome these problems of scalability and cexifyl, Networ ks-On-Chip (NoCs) have

been proposed as a promising replacement to eliemmany of the overheads of busses. Instead
of connecting these top-level modules (processoesory, etc) by routing dedicated wires

using the busses, they are connected to a netiarkdutes packets between them. This
Network-on-Chip framework employs self-timed lo¢ggchniques to deliver a robust, correct-by-
construction interconnection fabric that allowsleakent block to operate in its own fully-
decoupled timing domain, thereby addressing sy$¢emi-timing-closure issues.

Such Networ ks-on-Chip have routers at every node, connected to neightiaishort local on-
chip wiring, while multiplexing multiple communidah flows over these interconnects to
provide scalability and high bandwidth. This evauatof interconnection networks as core count
increases is clearly illustrated in the choice @iacrossbar interconnect (usually in a mesh
topology) connecting all processors in highly platalulti-processor SOCs (MPSoC) as it is
shown in figure 2-6. Figure 2-7 depicts the fivelgt-switched meshes in the 64-core Tilera
TILE64 MPSoC. As it is shown in every node of theQ\there connected a processor and a
cache using the Tilera NoC Switch.
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To Future
Stacked Memory

Figure 2-6: Tile design and Mesh topology of NoC

MPSoC design may leverage a wide variety of hetaregus IP blocks; as a result of the
heterogeneity, regular topologies such as a meshrshbove may not be appropriate.With these
heterogeneous cores, a customized topology wéhdfie more power efficient and deliver better
performance than a standard topology. Often,comaation requirements of MPSoCs are
known a priori.Based on these structured commuinicgiatterns, an application

characterization graph can be constructed to caplr point-to-point communication
requirements of the IP blocks. To begin constrgctire required topology, the number of
components, their size and their required conniggtas dictated by the communication patterns
must be determined.

An example of a customized topology for a videaecbplane decoder is shown in Figure 2-9.
The MPSoC is composed of 12 heterogeneous IP blatkigure 2-8, the design is mapped to a
3 x 4 mesh topology requiring 12 routers (R).Wheec#ic application characteristics are taken
into account (e.g. not every block needs to compaiaidirectly with every other block), a
custom topology is created. This irregular topologguces the number of switches from 12 to 5;
by reducing the number of switches and the linkh@topology, significant power and area
savings are achieved. Finally, the degree of thtchas has changed; the mesh in figure 2-8
requires a switch with 5 input/output ports (altbyorts can be trimmed on edge nodes). The 5
input/output ports represent the four cardinalaioms: north, south, east and west plus an
Injection/Ejection port. All of these ports requbreth input and output connections leading to 5
x 5 crossbars. With a customized topology, nablaitks need both input and output ports; the
largest switch in figure 2-9 is a 3 x 3 switch. Ham@r in this case the throughput requirements
of the links in the custom topology are much higher
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New paradigms

Optical inter connect

CMOS-compatible optical solutions have been progdseon-die interconnects (signaling and
clock distribution) and 1/0. The drivers for on-ploptical interconnects are the utilization of the
speed-of-light signal propagation and the largedbadth of waveguides. For I/O applications,
optical solutions focus on increasing the aggregatedwidth and/or communication distance,
while decreasing the power per bit by overcomirglifmitations imposed by losses in present
package interconnects (metal and dielectric), gnaviiding or minimizing the need for high
power equalization and pre-emphasis. Since I/@adilgg and clock distribution require similar
optical components, research and production costshared.

Because of pitch constraints, as well as delaypaneer considerations, optical interconnects are
not expected to fully replace the lower metal-ditrie interconnect layers in microprocessors.
Instead, the focus is on cost-efficient implemeatest which take advantage of the unique
properties of optical architectures to increaseaaveystem performance. For such optical
solutions to be viable, the development of CMOS+gatible optical components is of
paramount importance. Although significant progress been made, this area is not yet
sufficiently mature to define an intersection wiitle existing interconnect roadmap.

Optical interconnect advantages

The basic advantages of optical interconnectsedsof-light signal propagation and large
bandwidth, as noted above. However, other poteatiahntages also exist. Among these are
minimum crosstalk between signal transmission patietsmulti-wavelength capability. The
capability for a single optical path to accommodatétiple wavelengths increases the data-
carrying capacity manifold, providing bandwidth diies not achievable by electrical means.

» Delay—For the case of on-die signaling, it is possibleefine a critical length above
which optical interconnects are faster than thedtahdielectric counterpart. The critical
length, which depends on the quality of the optamahponents, has been assessed to be
on the order of mm.

» Signal integrity—Optical interconnects have the potential for sifglg design and
layout constraints arising from undesirable crdkstametal-dielectric interconnects.

» Skew and Jitter-It has been proposed that the low latency analisence of crosstalk
in optical interconnects can potentially resultaw skew and jitter clock distribution.
However, advanced clock distribution designs im@atad in conventional metal-
dielectric systems are expected to meet micropsaceseeds.

Integration options

Although a large number of optical architecturegenlaeen proposed, most of them fall into one
of the following two categories, as follows:

» Integrated light source architecturedn this case there are multiple on-die directly
modulated light sources (e.g., VCSELS) and on-diectors. The main disadvantage is
the large on-die power consumption/heat dissipaifahe sources, and the significant
challenges with integrating fast efficient CMOS-qaatible light sources.

» External light source architecturesThese are implementations that utilize one oma fe
off-die light sources on the package or the boand, on-die modulators and detectors.
The main advantage of this family of architectusethat the laser power is off-die (i.e.,
does not have to be delivered through the die).

The main disadvantage is the coupling losses tmhhe light into the chip.
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In both cases above, wavelength-specific filterglatators can be used to implement
multiplexing, which enables multiple independeghsils transmitted in each channel.

Optical Interconnects in FPGAs

In contrast with electrical interfaces, opticaldithas virtually no loss. A multiple mode fiber
(MMF) has a loss of ~3 dB/km and ~ 1 dB/km at 850-and 1300-nm wavelengths,
respectively 0. A single model fiber (SMF) has sslof ~0.4 dB/km and 0.25 dB/km at 1300-nm
and 1550-nm wavelengths respectively. MFF is lege®rsive due to its larger core (~50
micron) and has a bandwidth ~ 2 GHz km; while SEIFore expensive due to its smaller core
(~ a few microns) and has a bandwidth close 100 inHzactice. The laser that drives the
optical signal over an MMF is commonly a light etmnigy diode (LED) or Vertical Cavity

Surface Emitting Laser (VCSEL). The MMF is commoubed for reach distances of < 1 km,
while SMF is used for reach distances of > 1 kra tew thousand km. At 10 Gbps, the reach
distance for a MMF is ~300 m. Unlike the coppectieal link, power consumption and penalty
of an optical link is relatively independent of cedength. Moreover, unlike an electrical signal,
an optical signal is immune to electric-magnetteiference (EMI) and has no amplitude
crosstalk, providing better signal integrity resilce. With the wavelength division multiplexing
(WDM), multiple channels can be supported withshene optical fiber, enabling channel
material savings.

Altera is one of the FPGA vendors that plans toaeal interconnects for the chip-to-chip
communication. Figure 2-10 shows a example of @@ARith optical interfaces. The FPGA in
this example is integrated with optics, such asiasimitter optical sub-assembly (TOSA) and
receiver optical sub-assembly (ROSA), providingdiroptical signal transmitting and receiving
without the need for a discrete optical module.

Host FPGASASIC ASSP Qptical Module
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Figure 2-10: Optical chip-to-chip interconnectsFPGAs, source:[8]
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Transmission lines

Transmission lines are common components in RAa@awave circuits. Their characteristics
such as impedance, loss, propagation delay, dispeaiad crosstalk depend on the structure,
size, materials, and fabrication.

A transmission line allows high signaling rate, ep@f-light propagation velocity and can
potentially provide sufficient throughput for a genof chip multiprocessors. For all these
reasons transmission lines can be considered asagomlidates as on-chip interconnect physical
medium.

With ever improving transistor performance, a comioation system can achieve a data rate of
tens of Gb/s per line and an aggregate data rafie/efover on-chip global transmission lines. In
medium-sized CMPs, the global network connectirfigdint cores can be entirely based on a
multi-drop transmission line system (illustratedigure 2-11) allowing packet-switching-free
communication that is both energy-efficient and-latency [9].

Amp

s Transmitter -~

- -

| o o
----- — 1 1 —— —
— —— — —— —
— — — — —

TEim
Figure 2-11: Transmission line based interconnadt kchematic

In general, the transmission circuit can be as l@rap inverter-chain based fully digital circuits
and as it becomes more sophisticated, it allowterfa@mata rates at generally reduced per bit
energy costs.

Faster transistor speeds in modern and future geoeICMOS technologies are an important
contributor to the performance of a transmissiaa link. On-chip transmission lines will
operate at many times the core frequency, makinglization and deserialization necessary.
Typically, multiple stages of 2:1 MUX/DEMUX are usas serializer/deserializer.

Phase and data recovery (PDR) is another necessayonent to ensure the transmitters and
receivers can communicate properly, and is indegeinaf transceiver design: After a distance-
dependent propagation delay, the transmitted pdise®t align with the receiver’s clock. The
magnitude of phase delta depends on the senderaanioe quickly determined by sending and
receiving a short test sequence in an initial catibn step. Data recovery circuits use the clock
with the modified phase to ensure correct latching.
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3  From Systems on Chip to Systems in Package

General concepts

3D integration technology allows the stacking dfeient chips and devices in a single package.
The maximum benefit is obtained from the use oétwgeneous and highly specialized
technologies, and the possibility to make the oatipartitioning early in the design process.
The strong increase of the quantitaiive. more connectivity for the mobile applications
Bluetooth, WiFi, GPS, FM, UWB, GSM, 3G, 3G+, 4G,Méx, LTE, DVB-H, WSN, etc., more
connectivity for the fix multimedia applicationsitérnet connection, satellite, DVB-T, home
networking, intra-device connections, etc.) anditptave (higher definition, flexible video
format, 3D support, free view point, more and brgtiteractivity, etc.) number of features,
required for the current and future multimedia ammbile applications, are exponentially
increasing the design complexity. The market sigoéshe related products will be guaranteed
if the following challenges are correctly addressed

» The required performances must be provided in soreble power.

* The cost per function must be decreased.

* The development must be done in the right timeasonable costs (design +
manufacturing).

Analyzing the requirements and the potential sysierhitecture solutions of Mpplications,
we can see that:

» The computing performances will be in the ordeTefa-operations/s and certainly
addressed by Multi-core architectures (from terseteeral tens of cores) thanks to the
capabilities provided by the nanometer technolog8zam and beyond. However, issues
remain to be solved on the memory hierarchy antihitsughput. The best system
partitioning (at chip level) trade-off: performan@@mputing power, memory
throughput, power consumption, size and form fgater cost (on-chip, off-chip) should
be done.

» The crucial elements, other than the computing poeantributing to the success of
these future applications, will be the ability bétdevice to manage heterogeneous
technologies: digital, analog, RF, discrete devicesistors, inductances, and capacitors)
and software. The analog and RF components dowéd tiee same level of down scaling
as the digital logic. Even worse, the size of thalag and RF components could increase
with the scaling down of the technology. Again, b@st system partitioning (at chip
level) trade-off: technology vs. cost (on-chip,-offip) should be done.

* The I/O and analogue circuitries (about 40 peroétite original device) only scales at
about half the rate of the digital logic. We loseaader of magnitude in dice/wafer over
several process generations due to the fact thatite does not scale as quickly as
digital transistors. By partitioning the differdayers of the silicon it's possible to
overrule this limitation allowing designers to gla¢ best of each technology.

* The physical characteristics related to the pacigaghould be also considered such as:
electrical (voltage, signal integrity, throughpeits.), power consumption, thermal, size
and form factor.

The 3D integration (3DI) enables the integratiomliffierent types of chips and devices in a
single package (figure 3.1) or a compact subsyst@viding a maximum benefit from highly
specialized and heterogeneous technologies. Howeverder to take full advantage of the 3D,
the decision must come upfront in the architecpla@ning process rather than as a packaging
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decision after circuit design is complete. Thisuiegs taking 3D design space into account right
from the start of the system design in order terithiste its different parts into a new set of chips
that will be stacked. So far, huge investments lmBeen made on the fabrication side to provide
these technologies but very few results exist endigsign methods and tools side. Capability to
design, build, validate 3D products is likely tacbee the next enabler to further silicon
integration.

Energy
RF1 RF2 RF3 '

& eRAM UCTR  DSP RE
Se  Base Band .
ne Interconnect MEMS/NEMS
ors  Computing

nalog

Tk DRAM
Power  Passive %, e

.0

Memory

Processor

M3design: RF + Compute + Baseband + Sensors

Classical solution

Figure 3-1: 3D integration concept

3D integrated technology is a very attractive apfiar many advanced consumer products
meeting specifications of the next generation ofkeikey drivers such as mobile phones, set-
top-boxes and HDTV. By replacing single chip padsgith 3D devices, higher transistor
density and low power saving are achieved, datelidistances shortens, the manufacturing
cost decreases through die reuse generalizatitimadély, 3D integration helps meeting Tera-
scale computing challenges, by allowing increasmagnory bandwidth while pushing forward
the miniaturization required by the consumer wselmobile applications while mastering the
pin counts.

The first step in achieving 3D integration wasrtodrporate memories into a 3D memory
package, followed by the introduction of memorig® ia CPU + Memory Multichip Package
(MCP), wire bonded. By progressively exploring 22riar MCP concept, the next step is to
address Substrate Embedded Die MCP and 3D Stadkdd©P, to achieve more memory
bandwidth and introduce the heterogeneous dicerdded into the same package (see figure
3.2).
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Storage: TERABYTES OF BANDWIDTH

256 KB SRAM per core

Figure 3-2: Intel’'s Freya prototype uses stackeckdiith through-silicon vias to connect the
Polaris cores to memory (Source, Intel)

SiP technologies

Advanced high speed interfaces have been prestntethdle the transfer of large amounts of
data between embedded processor cores and maihipffnemories in digital multimedia
applications. These approaches support hundre@gabits per second of aggregate 1/0
bandwidth but they require high power consumptiod karge chip area occupation.

Recently, stacking technologies have been propfmsesbnnecting computing elements and the
memory system through micro-bumps to achieve bpagormance at a lower cost. These
solutions address both cost and complexity isdugshey require thousands of bump
connections to ensure a high data rate, thus isicig®oth reliability issues in the flip chip
manufacturing process and power consumption dtigettarge amount of buffers needed to
match performance requirements [10].

There are many methods for inter-chip connectioohss wire-bonding, edge connect,
capacitive or inductive coupling.

Flip-chip
Flip Chip describes the method of electrically cecting the die to the package carrier. The
package carrier, either substrate or lead franes fiiovides the connection from the die to the
exterior of the package. In "standard" packagihg,ibterconnection between the die and the
carrier is made using wire. The die is attachetthéacarrier face up, then a wire is bonded first to
the die, then looped and bonded to the carriere®\are typically 1-5 mm in length, and 25-35
um in diameter. In contrast, the interconnectiomieein the die and carrier in flip chip
packaging is made through a conductive "bump"ithptaced directly on the die surface. The
bumped die is then "flipped over" and placed famem with the bumps connecting to the
carrier directly. A bump is typically 70-1Q0n high, and 90-125m in diameter.
The flip chip connection is generally formed onéwd ways: using solder or using conductive
adhesive. By far, the most common packaging intereot is solder. Current solder options are:
eutectic (63%Sn, 37%PDb) or high lead (95%Pb, 5%86tgad-free (97.5%Sn, 2.5%AQ)
compositions. The solder bumped die is attachedsigbstrate by a solder reflow process, very
similar to the process used to attach BGA balth¢opackage exterior. After the die is soldered,
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underfill is added between the die and the sulesttdnderfill is a specially engineered epoxy
that fills the area between the die and the casigrounding the solder bumps. It is designed to
control the stress in the solder joints causedbydifference in thermal expansion between the
silicon die and the carrier. Once cured, the uridlafsorbs the stress, reducing the strain on the
solder bumps, greatly increasing the life of tmestied package. The chip attach and underfill
steps are the basics of flip chip interconnect.d®elythis, the remainder of package construction
surrounding the die can take many forms and

can generally utilize existing manufacturing presssand package formats.

Figure 3-3: Flip-chip concept

Using flip chip interconnect offers a number of gibte advantages to the user:

* Reduced signal inductance - because the intercoimerich shorter in length (0.1 mm
vs 1-5 mm), the inductance of the signal path éatly reduced. This is a key factor in
high speed communication and switching devices.

* Reduced power/ground inductance - by using flip ¢hierconnect, power can be
brought directly into the core of the die, rathert having to be routed to the edges. This
greatly decreases the noise of the core powerowmpy performance of the silicon.

» Higher signal density - the entire surface of tleecdn be used for interconnect, rather
than just the edges. This is similar to the congoaribetween QFP and BGA packages.
Because flip chip can connect over the surfaceeflie, it can support vastly larger
numbers of interconnects on the same die size.

» Die shrink - for pad limited die (die where sizedletermined by the edge space required
for bond pads), the size of the die can be redwsadng silicon cost.

» Reduced package footprint - in some cases, thepatkage size can be reduced using
flip chip. This can be achieved either by redudimg die to package edge requirements,
since no extra space is required for wires, ortidizimg higher density substrate
technology, which allows for reduced package pitch.

Through Silicon Via

Through Silicon Via (TSV) technology allows staclksliton chips to be interconnected through
direct contact in order to provide high-speed digmacessing.
Two main techniques exisISV via lasandPost Back-End Of Line (BEOL) via first.

* With theTSV via lastechnique the target is to make a hole througwtifer on the
bottom side (top side supposed to have the upptal tager) reaching the first metal
layer; then the hole is metalized and connectienmag with a redistribution layer to
another connection type (i.e. solder bump).
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* With thePost Back-End Of Line (BEOL) via fitsichnique the process is applied to a
finally processed wafer by etching and metaliziflgg@ vias into predefined regions of
the chip. The metalized TSVs are connected to tlntayer of the chip by a
redistribution layer.

Assembly challenge of this technique is to reaehfitist metal on a reliable manner without a
big hole in order to avoid affecting too much the size. Holes are done at wafer level on the
back side and their size depends on the techniggesbto make them and the wafer thickness.
3D wafer level integrated circuits, where intercections are made at global or intermediate
levels of the chip by TSV allows better integratibandwidth and electrical performances by
reducing signal delays, smaller form factor andqauants, and overall a better packing density.
In this type of technology, the most common sohaiosestacked memory devices, but also
sensor s including CMOS imaging sensadosnded with DSP. The future applications aim at
packingmulticor e processor s, caches and memory hierarchy and other incompatible
technologies in &eter ogeneous integration solution. Figure 3.4 shows the roadmap of the 3D-
IC TSV.

Even with the advantages of 3D-IC, there are séweapor challengers to the adoption of 3D
architectures. These challenges need to be overfmriige technology to see widespread
adoption:

» Commercial availability CAD tools are required ttow a flexible floor plan, better
vertical and horizontal place and route stepsutiolg better thermal modeling and
specific DFY constraints.

» System architecture design methodologies base@wrhierarchical design flow, system
partitioning by using standardized data interfaces.

» Thermal concerns by increased power densities dawaispots overlap).

» Test and reliability issues for repartitioned lotacgeting new multiple defects generated
by TSV and interferences.

2012 CEXEAE

3D Stacked memory
(NAND, DRAM, _..)

50 um
4 Logic (muliicore processor
- with cache memory)
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Logic repartition
Hetero integration

Figure 3-4: 3D-IC TSV Roadmap (courtesy of CEA)Leti
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Chip-to-chip physical channel requirements

Current mulri-dice systems developed by STMicroetetcs for consumer applications (Set
Top Box, HDTV, etc.) use a 16-bits electrical PHYtee frequency of 450MHz, for an available
bandwidth of 7.2Gb/s (monodirectional).

Limits of chip-to-chip electrical channel

On-chip performance has been increasing much napidly than off-chip communication
bandwidth because both on-chip transistor densitycdock frequency are increasing faster than
off-chip input/output density and frequency. Thiedence occurs because off-chip bonding
and wiring are about two orders of magnitude lathan on-chip wiring: on-chip wiring pitch is
on the order of 1 micron, while off-chip wiring abdll-bond pitches are on the order of 100
microns, The performance gap between on-chip afrchgh bandwidth makes off-chip
bandwidth a performance bottleneck [11].

Advanced high speed interfaces have been prestntethdle the transfer of large amounts of
data between embedded processor cores and maihipffnemories in digital multimedia
applications. These approaches support hundre@gabits per second of aggregate 1/0
bandwidth but they require high power consumptiod karge chip area occupation.
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Figure 3-5: System architecture with off-chip meynioterface

Recent stacking technologies proposed for conrgctimputing elements and the memory
system through micro address both cost and contyplissues, but they require thousands of
bump connections to ensure a high data rate, ttusasing both reliability issues in the flip
chip manufacturing process and power consumpti@entathe large amount of buffers needed
to match performance requirements.

Figure 3-6 shows the 1/0O data rate trend from lm@gonal Technology Roadmap for

Semiconductors. As it is shown in this figure, fetgystems will require high bit rates for the
communication between the various systems.
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Figure 3-6: ITRS projected high speed I/O data sate

In the domain of multi-core high performance preoes the limitations of the electrical chip-to-
chip interconnects has a direct impact on the diveeaformance of the system. As the number
of on-chip processor cores increases, the systeiorpgnce can keep increasing assuming that
the processor cores are fed with instructions ad. &Eventually, this is not possible due to the
limits of the current electrical interconnects beén the processors core and the memory chip
(this problem is also known as the memory wall)feg3-7).

Thememory wall is defined as a situation where the much fastpronement of processor
speed and the increased number of cores in a stdprapared with dynamic random access
memory (DRAM) speed will eventually result in preser speed improvements being masked
by the relatively slow improvements to DRAM speed ¢he limited interconnection bandwidth.
However, the problem of relative slow improvemenbiRAM speed has been avoided by
traditional techniques: making caches faster addaimg the miss rate from caches (by
increasing the size or associativity, or both). ¢&erthe main problem remains the slow
interconnection bandwidth between the processottf@®RAM memory.
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Figure 3-7: Processor-Memory Wall
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Currently, the electrical chip-to-chip interconreate based on high performance transceivers
that can reach up to 11Gbps while it is estimatet 28Gbps transceivers will be shpped in
2012. For example, figure 3-8 depicts the blockydian of a typical transceiver that is used to
connect FPGA devices with processors, memory aver&tmodules. The transceivers are
composed of the Physical Coding Sublayers (PC$)ghesed for the digital encoding, the
selializer, etc., and Physical Medium Attachmettiayer (PMA) that is used for the physical
transmission/reception. Due to the high complefatythe signal integrity, these transceivers
consume increased amount of power. Figure 3-9 tiefhie current power consumption of the
FPGA transceivers that are used for chip-to-chigraonnects for different data rates. As we
move to lower processe technology (e.g. 28nm stiimga28Gbps) it is estimated that the power
consumption of the electrical transceivers will seme a significant portion of the overall power
consumption of the systems.
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Figure 3-8: High performance chip-to-chip elctrideansceivers
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Designers widely use electrical interconnect fapgb-chip and chip-to-module interfaces over
traces on a printed circuit board (PCB), in chigehip over backplane, and in chip-to-chip over
copper cable assemblies. At 10 Gbps, the reachndiss are approximately 0.3 m for chip-to-
chip and chip-to-module interfaces, 1 m for chigekop over backplane, and 7 m for chip-to-
chip over copper cable assemblies.

Confidential document — page 28



FP7-1CT-2011-7 Deliver able Report
Project-N0.288869 Last update 01/31/2012
NAVOLCHI — D2.1 Version 1

The challenge for elctrical based interconnedhad it does not scale with the data rate because
of the frequency dependent loss. For example,emildely used FR-4 copper trace material the
loss is ~ 0.5-1.5 dB/in at 5 GHz (Nyquist for 10gSlrate), and the loss increases to ~ 2.0-3.0
dB/in at 12.5 GHz (Nyquist for 25 Gbps rate). Retloss and crosstalk can also increase with
frequency 0.

In these copper-based systems, designers typitaif compensate for insertion loss signal
impairments, such as inter-symbol interference) ((®data-dependent jitter (DDJ), return-loss,
and crosstalk. Designers adjust for these impaitsniey using various equalizers, such as a feed-
forward equalizer (FFE), continuous time linearaqer (CTLE), or decision feedback
equalizer (DFE), implemented on the transmittenregeiver at the copper channel to ensure that
the link performance (that is, bit error rate (BER)0") is met. However, equalizers consume
power and add penalties, especially the DFE. Asl#ta rate increases, insertion loss, return
loss, and crosstalk also increase and require gvenger equalizers (that is, more taps or larger
DC/AC gains) to compensate for the resulting impaints, and to insure the same performance.
This technique in turn, adds more power.

In the case of the telecommunication network artd-danter networks, the high power and low
performance electrical interconnects have beemcepl by optical interconnects. For example in
the case of the data center networks, the oldgyerepased links have been replaced by optical
links (e.g. SFP, SFP+ links) that can provide higlbughput, low latency and reduced power
consumption. At the same time, optical interconsmi@ccupy limited physical space which is
used for space saving and better cooling insideaties. Figure 3-10 depicts the transition of
different interconnection schemes from the eleattic the optical domain. Although that for the
case of chip-to-chip communications, the electrieahnology is still the preferred solution, it is
obvious that new technology must be adopted thihtweiet the future requirements in terms of
bandwidth, latency and power consumption.
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Figure 3-10: Transition to optical domain for difént interconnection links
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Novel solutions

AC-coupling

With this approach dice are stacked on each otittaigned face-to-face; communication
electrodes are realized in the upper metal layeraoh die and they are connected to dedicated
communication circuits; receivers and transmitexsloit the inter-electrode capacitance in
order to provide a reliable signal propagation][12

This technique has demonstrated the ability toideoa cost-effective integration paradigm:
standard packaging procedures provide the asseanbiyacy required by contactless
connections based on capacitive coupling or onatige coupling. Works in these fields have
proved a throughput of more than 1 Gb/s/pin. Thearddference between interconnection
approaches based on capacitive or inductive cagifdiys in the fact that the inductive signaling
is based on the magnetic field flowing through dedpnductors, and the intensity and
effectiveness of this field can be more easilye@ased (by increasing the current flowing in the
inductor or the number of turns) with respect ® strength of the electric signal used for the
capacitive approach (that is voltage driven).

This leads to an even lower cost for the assenftdysiems based on inductive
interconnections: chips can be assembled in adpamnfiguration thanks to the larger
transmission power that is enabled by the curreméd approach. The face-up assembly proves
to be simple to implement and cost-effective batthe other hand, the increased distance
between the communication structures requires iaige for the vertical interconnections as
well as larger power consumption; so, power and agsult in being larger than the ones related
to solutions with face-to-face assembly and basecapacitive coupling. For these reasons, 3-D
communication based on capacitive coupling seens witractive.

AC INTERGO{HNECTIGNE

Figure 3-11: Principle of capacitive interconneaim

Communication electrodes are realized in the uppatal layer of each die and they are
connected to dedicated communication circuits;ivecs and transmitters exploit the inter-
electrode capacitance in order to provide a rediaglinal propagation.

Optical inter connect

Optical chip-to-chip connections are an active afgavestigation within both the industrial and
academic sectors of the optical communications atafkhe attractiveness of the concept for
semiconductor suppliers and their customers iptissibility of realizing optical links across
high-speed electronic backplanes and motherboards.
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The desire for an optical chip-to-chip solutiordigzen by the 1/O needs of future
communication systems and the increasingly complebCs, microprocessors and digital signal
processors that support the system architecturespfical chip-to-chip communication scheme
is an attractive solution to the power, density sigthal isolation issues in high-throughput,
compact systems.
When considering such schemes, it is importanthttetstand that electrons will continue to
power the data-processing engine while photonsheilthe data path conduit. This means the
optical solution must be compatible with the elecics components and vice versa. Further, the
optical solution will compete to replace a low-¢agitimized solution with strong support across
standards bodies and manufacturers, so it mustaffapelling benefits to succeed.
Electronic I/O management schemes are typicallplsser/deserializer devices and are
monolithically integrated in the ICs. Using ser/desnultiplex the data processed by each IC
reduces the resulting number of I/O ports. The appkan optical solution lies in its ability to
further maximize the data rate and distance of latesmission between mixed optoelectronic-
VLSI integrated circuits (OE-VLSI ICs). An opticablution can also further reduce the number
of connections using wavelength-division multipfexiWWDM) or optical time-division
multiplexing (TDM).
The design community is approaching consensustgoiad solution in which the optical
components are manufactured independently andhatiao the electronic ones via flip-chip,
multichip-module or system-on-package schemes. Mdshe solutions investigated to date
have focused on a vertical approach, typicallyaiiy vertical-cavity surface-emitting lasers or
vertical modulators and detectors. A single addalcchip containing all the optical functionality
would likewise be an attractive solution. Anothesgibility is to embed thinned optical devices
in polymer waveguides and connect the electroni¢ke substrate or package containing the
polymer waveguides.

OE devices
(>2000/cm?)

OE-VLSI Optics
4

../

Figure 3-12: Chip-to-chip optical interconnect capt

A number of critical issues remain, including mmultide vs. single mode, on-chip vs. off-chip
optical source, WDM vs. TDM or no multiplexing, apdlymer waveguides vs. free-space
connections. For data rates of 10 Gbits/secondaboue (the speed at which an optical chip-to-
chip solution begins to be attractive), multimodiutons are challenging because of modal
dispersion.

On-chip sources will be difficult to manage, esp#githermally, for high-1/O-port ICs such as
microprocessors; off-chip sources have the advamég@eing independently controlled and
monitored, yet coupling the off-chip light sourcethe optical chip or modulator adds
complexity. WDM solutions require a minimal numlaéinput/output paths. Manipulation of
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WDM is typically space-consuming, however, and rexgueither multiple-wavelength, precise
lasers or a single, costly, mode-locked laser.

The polymer quality or free-space architectureagipularly important when considering
reasonable distances between the communicating-elmg more significantly so for single-
mode than multimode solutions. Sophisticated paokpschemes will also be required to
address thermal management of dissimilar matearadstemperature-sensitive devices, coupling
and the need for electronic packaging pick-andelignment tolerance.

At the moment, both optical and electronic suppliere evaluating these paths. The ultimate
implementation will lie in a joint solution thatgiwell into the economic model of all parties.

Potential benefits of plasmonics

A communication technology based on plasmonics Ishaliow to overcome the bandwidth,
foot-print and power consumption limitations of &ydelectrical and optical interconnect
solutions.

Such a technology would exploit the ultra-companteshsions and fast electronic interaction
times offered by surface plasmon polaritons tocopiasmonic transceivers with a few square-
micron footprints and speeds only limited by the &@stants.

The transceivers will be interconnected by freece@nd fiber connect schemes. The plasmonic
transceiver concept aims at overcoming the chadlepgsed by the need for massive parallel
interchip communications. Yet, it is more fundanatiais the availability of cheap miniaturized
transmitters and detectors on a single chip waltd® new applications in sensing, biomedical
testing and many other fields where masses ofdas®t detectors are need to e.g. analyze
samples.

Economically, the suggested technology would bmble approach for a massive monolithic
integration of optoelectronic functions on Si suls as it relies to the most part on the
standardized processes offered by the silicon inglus addition, the design and production
cost of plasmonic devices are extremely low anth wie dimension 100 times smaller over
conventional devices they will require much loweergy to transfer data over short ranges of
multi-processor cluster systems.

Figure 3-13: Principle of plasmonic LASER

With respect to optics, electronics is limited pecation speed. In silicon-photonics optical
interconnects, the bandwidth capability of lighuigized to overcome the electronics data rate
limitations (light is about three orders of magd#ufaster [13]). On the other hand, photonics is
limited in miniaturization capability (more than arder of magnitude larger than electronics),
because the spatial cross section of conventigtglsignals is of the order of the operating
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wavelength (e.g., a few hundred nanometers focdatewavelengths) [14]; hence, it is
problematic to produce hybrid electronic/photorigs and achieve acceptable scales of
integration. ldeally, one would like to combine @mvantages of each technology; electronics-
level miniaturization and photonics-level data satelasmonics is a technology that promises to
bridge the gap between electronics and photonmcscambine the best of both worlds.
Plasmonic interconnects are optical interconnetisre/surface plasmon polaritons (SPPs) are
utilized as information carriers. SPPs constitdteharge density oscillations at the interface
between a material of positive permittivity (i.a.dielectric or a semiconductor) and a material
of negative permittivity (traditionally a metal, tsemiconductors can also be used at special
frequency ranges) [15]. Accompanying the chargdlasons, there is an electromagnetic field
propagating along the interface. This electromagriietid can be used as the optical signal to
carry information at optical bandwidths. From tlsusion of Maxwell’s equations for plasmonic
structures, it turns out that SPPs can feature aublength cross sections; thus, they allow for
the design of exceptionally compact optical deviteyond the diffraction limit that restricts
conventional photonics. In addition, the preserfaaetallic parts in plasmonic geometries
allows for the design of structures where bothtalecurrents and optical waves can propagate
as signals.

The theory behind plasmonics has attracted attestie the late 60s [16]; but it is only
recently that practical application for plasmongviges has attracted focus, due to fabrication
and material challenges. In the last few yearssrsg¢yplasmonic devices have been
experimentally demonstrated, like plasmonic namskaéoptically-pumped [17-20] as well as
electrically pumped [21-22]; see also [23] for giesv), modulators [24-26], amplifiers [27-29],
polarizers [30], couplers [31-32], waveguides [33;34], beam shapers [35], photodetectors
[36], slow light devices [37], resonators and ifeesmeters [38].

In 2008, a plasmonic on-board chip-to-chip optiot¢rconnect was demonstrated by
researchers in Korea [39]. VCSELs were used astmdters at 1.3um and the transmitted light
was received with a photodiode. An array of 4 plasimwaveguides with a length of 2.5 cm
was used for signal propagation, for a total kit &t 4 x 2.5 Gb/s = 10 Gb/s. Note that the
Korean researchers used mature technologies farahsceivers, whereas NAVOLCHI aims to
implement plasmonic technology for the transceivers

In 2011, the EU-funded project PLATON consortiunmadastrated a 2 x 2 silicon-plasmonic
router architecture with 320 Gb/s throughput cdas for back-plane or Blade-Server optical
interconnect applications, supporting 2 x 2 thewpte switch operation [40, 41]. In
comparison to PLATON, NAVOLCHI includes a focus dmip-to-chip interconnection, as well
as on-chip plasmonic transceivers.
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