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Executive Summary
This document describes the Dual Die Communicatitodule (DDCM) architecture and

functionality. The DDCM is an Intellectual Prope(iy?) allowing two dice within a System in
Package (SiP) to communicate to each other. ltstifumality covers all the layers foreseen by
the protocol stack, from transport to data linkt the physical layer (PHY), that can be of
different nature, i.e. electrical or optical. Thiscument addresses a first DDCM implementation
supporting electrical PHY; in a subsequent phasthefproject the DDCM will be modified so
to support an optical PHY based on plasmonics.
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1 Introduction
The Dual Die Communication Module (abbreviatedDCM ) is the building-block responsible
for the interconnection of different dice withinsa called Network in Package (NiP), the
communication system enabling inter dice data trassion in the context of Systems in
Package (SiP) technology.
From an architectural point of view it represetis evolution of the STAC (STNoC Advanced
off-chip Communication module).
The main features of the DDCM, differing from STA®e:

» support ofSpidergon STNoCinitiator and target interfaces;

« IPflit size and frequency conversion

* integratedsrc-remapper,

* integrated encoder/decoder fiynamic power saving

» registers and logic for on-chip debugging and pemémce metrics calculation.

The differences between DDCM and STAC are summehiiz¢he following table.

Feature DDCM | STAC
Initiator/target interface STNoCVSTNoC
Initiator/target interface size Any 72 bits
Flit size conversion Yes No
Frequency conversi Yes No

Src remappt Yes No
Dynamic power saving Yes No
On-chip debugging and monitoringres No

Table 0.1 — Differences between DDCM and STAC

In the future the DDCM will support the followinglditional features:
» support ofSTBusinitiator and target interfaces;
» support ofAMBA-AXI initiator and target interfaces;
* integrated encryption/decryption module fransactionssecurity;
»  support of bidirectional communication with two giebourhood dice.

The differences between future DDCM and STAC ararsarized in the following table.

Feature DDCM STAC
Initiator/target interface STNoC, STBus, AMBA-AXIVSTNoC
External dice interfaces 2 1
Encryption/decryption modu | Interna Externa

Table 0.2 — Differences between future DDCM and ST@

According to a widely used approach, the DDCM issidered composed of two main building
blocks:
» the DDCM controller, responsible for managing incoming/outgoing STNogific and IDN
segments, generating them through STNoC flits esxdafion and preparing them to be sent to
the PHY transmitter, as well as collecting themmfrine PHY receiver;
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« the DDCM PHY, responsible for transmitting output phyts acrtiss physical link and
collecting inputs phyts from the physical link.

The next two figures show the DDCM structure inmtemof top level building-blocks.

Figure 1.1 shows the current structure with extieseaurity encoder/decoder, while figure 1.2
shows the future structure with the security encogeoder embedded within the DDCM top
level.

DDCM

{

Security
codec

Figure 0-1: DDCM top level structurewith external security codec

DDCM

Security
codec

Figure 0-2: DDCM top level structurewith internal security codec
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The DDCM is a parametric design that, dependinghenSoC where it is used, can be configured prgperbrder
to meet system requirements and needs in termst@ffaces, FIFOs sizes, clock domains synchromizasind

functionality.

The tables in next subsections list and describe¢tth DDCM parameters.

Top level
Name Description Range Default
init_port_nb Number of STNoC initiators. 0to 16 4
targ_port_nb Number of STNoC targets. 0to 16 4
virtual_wires_on | Specifies if to support virtualres. true/falsg true
src_remapper_on Specifies if to instantiate theemapper true/false false
power_saving_orn Specifies if to instantiate theexoir dynamic power saving. true/false false
Table 2.1: Top level parameters
Initiators
Name Description Range Defaulf
init_i_ds_vnl_on Specifies if the downstream irdeef is true/false true
present in virtual network #1.
init_i_ds_vn2_on Specifies if the downstream irdeef is true/false false
present in virtual network #2.
init_i_ds_flit_size Downstream interface flit size. 16,18,32,36,64,72,128,144 72
init_i_ds_flit_extra_bits_size Downstream interfaoeara bits number. 0to 144 0
init_i_ds_flit_id_atomic_on | Specifies if the flidiatomic port is present true/false false
in downstream interface.
init_i_ds_flit_id_3 on Specifies if the flid_id_3p is present in | true/false false
downstream interface.
init_i_ds_flit_id_err_on Specifies if the flid_idrreport is present in| true/false false
downstream interface.
init_i_ds_four_be _on Specifies if the four_be pempresent in true/false false
downstream interface.
init_i_ds_four_be_size Downstream interface fourpbd size. Oto4 0
init_i_us_vnl on Specifies if the upstream inteefégecpresent| true/false true
in virtual network #1.
init_i_us_vn2_on Specifies if the upstream inteefé&ecpresent| true/false false
in virtual network #2.
init_i_us_flit_size Upstream interface flit size. 6,18,32,36,64,72,128,144 72
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init_i_us_flit_extra_bits_size Upstream interfacgra bits number. Oto 144 0
init_i_us_flit_id_3 on Specifies if the flid_id_3p is present in | true/false false

upstream interface.

init_i_us_flit_id_err_on Specifies if the flid_idrreport is present in| true/false false
upstream interface.

init_i_us_four_be_on Specifies if the four_be pempresent in true/false false
upstream interface.

init_i_us_four_be_size Upstream interface four_b# pize. Oto 4 0

Table 2.2: Initiators parameters

Targ ets

Name Description Range Default

targ_i_ds_vnl_on Specifies if the downstream iatfis true/false true
present in virtual network #1.

targ_i_ds_vn2_on Specifies if the downstream iatfis true/false false
present in virtual network #2.

targ_i_ds_flit_size Downstream interface flit size. 16,18,32,36,64,72,128,144 72

targ_i_ds_flit_extra_bits_size Downstream interfagta bits number. 0to 144 0

targ_i_ds_flit_id_atomic_on| Specifies if the flidl_iatomic port is true/false false
present in downstream interface.

targ_i_ds_flit_id_3_on Specifies if the flid_id_8mis present in | true/false false
downstream interface.

targ_i_ds_flit_id_err_on Specifies if the flid_idr@ort is present in| true/false false
downstream interface.

targ_i_ds_four_be_on Specifies if the four_be opresent in true/false false
downstream interface.

targ_i_ds_four_be_size Downstream interface foupdiésize. Oto4 0

targ_i_us_vnl_on Specifies if the upstream interfiagresent true/false true
in virtual network #1.

targ_i_us_vn2_on Specifies if the upstream interfiagresent true/false false
in virtual network #2.

targ_i_us_flit_size Upstream interface flit size. 6,18,32,36,64,72,128,144 72

targ_i_us_flit_extra_bits_size Upstream interfaxtaebits number. Oto 144 0

targ_i_us_flit_id 3 on Specifies if the flid_id_8mpis present in | true/false false
upstream interface.

targ_i_us_flit_id_err_on Specifies if the flid_idr @ort is present in| true/false false
upstream interface.

targ_i_us_four_be_on Specifies if the four_be mogresent in true/false false
upstream interface.

targ_i_us_four_be_size Upstream interface four_dve gize. Oto4 0

Table 2.3: Targets parameters
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Virtual wires

Name Description Range Default

bundle_i_tx_size Size, in terms of number of wisyirtual wires bundle #i in DDCM | 0to 80 | 80
transmitter.

bundle_i_sam_rate Sampling rate of the bundle #i@fvirtual wires DDCM transmitter | 0to10 | 1
port.

bundle_i_rx_size Size, in terms of number of widsyirtual wires bundle #i in DDCM | 0to 80 | 80
receiver.

Table 2.4: Virtual wires parameters

Clock domains synchronization

Name Description Range | Default
idn_plug_synch_dff nh  Number of synchronizatiop-fliops in DDCM clock domain. lto8 2
prog_synch_dff nb Number of synchronization flipgfs in programming clock domain ltoB 2

phy_tx_synch_dff_nb Number of synchronization flipps in DDCM PHY transmitter 1to8 | 2
clock domain.

phy_rx_synch_dff_nb Number of synchronization flipps in DDCM PHY receiver clock | 1to8 | 2
domain.

Table 2.5: Clock domains synchronization parameters

Retiming

Name Description Range Default

init_i_ds_retiming | Specifies whether a retimingggtéhas to be istantiated at initiator |{#rue/false| false
downstream interface.

targ_i_ds_retiming| Specifies whether a retiminggstdas to be istantiated at target| #iue/false| false
downstream interface.

init _i_us_retiming | Specifies whether a retimingg& has to be istantiated at initiator| #rue/false| false
upstream interface.

targ_i_us_retiming| Specifies whether a retiminggstdas to be istantiated at target| #iue/false| false
upstream interface.

Table 2.6: Retiming parameters
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FIFOs

Name Description Range Default

init_i_tx_fifo_size Size of the FIFO related totiator port # in DDCM transmitter. 2t0128 8

targ i tx_fifo_size Size of the FIFO related tagetrport #i in DDCM transmitter. 2to 124 8

init_i_rx_fifo_ size Size of IDN segment FIFO r&gd to initiator port #iin DDCM | 8to 128 | 8
receiver.

targ_i_rx_fifo_ size Size of IDN segment FIFO retato target port #i in DDCM 8to128 | 8
receiver.

targ_i_rx_fifo_saf reset Value after reset of thgister specifying if store & forward Oto1l 1
mechanism has to be applied by the different FIR@DCM
receiver.

Table 2.7: FIFOs parameters

Credit-based flow control

Name Description Range Default

targ_i_rx_fifo_ threshold Number of freed locatidghe IDN segment FIFO Oto7 3
associated to target port #i of DDCM receiver must

. o ; n: 2" locations
have in order to send a credit information.

(0<=n<=5)
6 : half FIFO
7 : whole FIFO

init_i_rx_fifo_ threshold Number of freed locatiotiee IDN segment FIFO #i | 0to 7 3
associated to an initiator port of DDCM receiversinu

have in order to send a credit information. n : 2'locations

(0<=n<=5)
6 : half FIFO
7 : whole FIFO

targ_i_rx_fifo_credit_period Value after reset bétfrequency with which the Oto7 7
credits information has to be sent for target IDN

segment FIFO #i from the QoS module of the DDCM 04 cycles
receiver. 1:8cycles
2:16 cycles
3:32cycles
4 : 64 cycles
5:128 cycles
6 : 256 cycles
7 : 512 cycles
init_i_rx_fifo_credit_period | Value after reset tfet frequency with which the Oto7 7
credits information has to be sent for initiatoND 0 - 4 cvcles
segment FIFO #i from the QoS module of the DDCM ™ * y
receiver. 1:8cycles
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: 16 cycles

: 32 cycles

: 64 cycles

: 128 cycles
1 256

512

~N o 0o~ WN

Table 2.8 : Credit-based flow control parameters

Confidential document — page 11



FP7-1CT-2011-7 Deliverable Report

Project-N0.288869 Last update 01/31/2012
NAVOLCHI - D5.1 Version 1

3 Interfaces

System
The system interface consists of the clocks on kwkhe operation of the DDCM is based, and
the asynchronous reset used for the initializatibtine block.

Notice that the reset signal is managed as an bBeymous signal, and its synchronization with
respect to the related clock is performed by propedules inside the DDCM.

Signal name| 1/0 | Timing | Description

rst_n I N/A Asynchronous active low reset
clk_plug I N/A DDCM clock

clk_prog I N/A Programming clock
clk_phy tx | | N/A DDCM PHY transmitter clock
clk phy n |1 N/A DDCM PHY receiver cloc

Table 3.1 —System interface

Test
The test interface consists of a set of ports atigwo test the DDCM digital modules (scan test)
and the physical channel and its controller (PH¥§ramanufacturing.
Besides the usual scan test signals, i.e. tst_sabie tst_scanin, tst_scanout, a tst_mode port is

required in order to bypass synchronizers and gnghsonization logic during test, because of
the need of a unique reset and a unique clock.

Signal name I/O| Timing | Description

tst_scanenable I N/A Scan test enable

tst_scanin I N/A Scan test input

tst_scanout O| N/A Scan test output

tst_mode I N/A Test mode enable

tst_ phy sce se| | N/A PHY test source selector
tst pg_hi<15:0 | | N/A Pattern generator high data in
tst_pg_lo<15:0 | | N/A Pattern generator low data in
tst_ pg_vid I N/A Pattern generator data valid

Table 3.2 —Test interface

Notice that the width of scan test input and outgighals will depend on the number of scan
chains created within the DDCM, according to sysihieesults.

Configuration
The configuration interface consists of a set gfuis (mode pins) allowing to configure the
DDCM functionality after reset, so to be adapteddifferent contexts. Notice that the same

functionality can be re-programmed through the espondent registers accessible via the
DDCM programming interface.
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It's important to point out that this set of confrgtion signals is related to the DDCM
implementation working with the electrical PHY albdéeoperate in both DCE/SCE modes. Using
a different PHY and related PHY adapter these patars realistically will change.

The configuration interface is synchronous with ¢he plug clock.

Signal name | 1/0O| Timing | Description

phy tx_width | | Late When ‘0’ all the 16 bits of tHeHY transmitter
interface are used, when ‘1’ only 8 are used

phy rx_width| 1 Late When ‘0’ all the 16 bits of theHY receiver
interface are used, when ‘1’ only 8 are used

phy _mode I Late When ‘0’ the PHY works in DCE modden ‘1’
in SCE mode

Ipe_tx_bypass | Late When ‘0’ the bus inverter transmitter forndynic
power optimization is bypassed, when ‘1’ it's used

Table 3.3 —Configuration interface

Initiator
The initiator interface consists of standard STNi@ator ports, i.e. a set of signals replicated a
number of times according to how many initiators e@nnected to the DDCM.
If an initiator interface is synchronous with a atodiffering from the DDCM main clock, the
required frequency conversion is performed inside@DCM itself.
The following tables report the downstream and rg@sh interfaces for a generic STNoC
initiator, identified as initiator #i (1 <=i1<=1)6

Signal name I/O | Timing | Description
init_i_ds_flit<init_i_ds_flit_size+init_i_ds_flit xtra_bits_size1 | Early STNoC flit
1:0>
init_i_ds_flit_id<1:0> I Early Flit
identifier
init_i_ds_flit_id_3 I Early Flit
identifier
bit 3
init_i_ds_flit_id_err<1:0> I Early Error
marker
init_i_ds_flit_id_atomic I Early Atomic
transaction
flag
init_i_ds_four_be<init_i_ds_four_be_size-1:0> I Ear | Four byte-
enables
init_i_ds_vnl_val I Early Virtual
network #1
valid
init_i_ds_vnl_credit O | Early Virtual
network #1
credit
init_i_ds_vn2_val Early Virtual
network #2
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valid
init_i_ds_vn2_credit O | Early | Virtual
network #2
credit

Table 3.4 — STNoC initiator downstream interface

Signal name I/O | Timing | Description
init_i_us_flit<init_i_us_flit_size+init_i_us_flit xtra_bits_size-| O | Early STNoC flit
1.0>
init_i_us_flit_id<1:0> O | Early Flit identifier
init_i_us_flit_id_< O | Early Flit identifier
bit 3
init_i_us_flit_id_err<1:> O | Early Error marke
init_i_us_flit_id_atomi O | Early Atomic
transaction
flag
init_i_us_bur_be<init_i_us_four_be_si-1:0> O | Early Four byte
enables
init_i_us_vnl_ve O | Early Virtual
network  #1
valid
init_i_us_vnl_cred Early Virtual
network  #1
credit
init_i_us_vn2_ve O | Early Virtual
network  #2
valid
init_i_us_vn2_cred Early Virtual
network  #2
credit

Table 3.5 — STNoC initiator upstream interface

Target
The target interface consists of standard STNo@etaports, i.e. a set of signals replicated a
number of times according to how many targets armected to the DDCM.

If a target interface is synchronous with a cloéiedng from the DDCM main clock, the
required frequency conversion is performed inside@DCM itself.
The following tables report the downstream and ngash interfaces for a generic STNoC target,
identified as target #i (1 <= i <= 16).

Signal name I/O | Timing | Description

targ_i_ds_flit<targ_i_ds_flit_size+targ_i_ds_fliktea_ bits_size1 | Early STNoC flit

1:0>

targ_i_ds_flit_id<1:0> I Early Flit
identifier
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targ_i_ds_flit id 3 I Early Flit
identifier bit
3
targ_i_ds_flit_id_err<1:0> I Early Error
marker
targ_i_ds_flit_id_atomic I Early Atomic
transaction
flag
targ_i_ds_four_be<targ i ds_four_be_size-1:0> | IEar| Four byte-
enables
targ_i_ds_vnl val I Early Virtual
network #1
valid
targ_i_ds_vnl credit O | Early Virtual
network #1
credit
targ_i_ds_vn2 val I Early Virtual
network #2
valid
targ_i_ds_vn2_credit O | Early Virtual
network #2
credit

Table 3.6 —STNoC target downstream interface

Signal name I/O | Timing | Description
targ_i_us_flit<targ_i_us_flit_size+targ_i_us_fliktea bits _size;1 O | Early STNoC flit
1:0>
targ_i_us_flit_id<1:0> O | Early Flit
identifier
targ_i_us_flit id 3 O | Early Flit
identifier bit
3
targ_i_us_flit_id_err<1:0> O | Early Error
marker
targ_i_us_flit_id_atomic O | Early Atomic
transaction
flag
targ_i_us_four_be<targ_i_us_four_be_size-1:0> O IyEar Four Dbyte-
enables
targ_i_us_vnl val O | Early Virtual
network #1
valid
targ_i_us_vnl_credit I Early Virtual
network #1
credit
targ_i_us_vn2_ val O | Early Virtual
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network #2
valid

targ_i_us_vn2_credit I Early Virtual
network #2
credit

Table 3.7 —=STNoC target upstream interface

Virtual wires
The virtual routing interface consists of a setoahdles configurable in terms of size, whose
individual bits represent specific signals carrysmgecific information, such as interrupts, power
down control, asynchronous events. Such bundlesampled at given rates, and depending on
them their content is transmitted across the DDGIthé second die.

Signal name I/O| Timing | Description

bundle_1 tx< bundle_1 tx size-1:0% N/A Virtual wires input bundle #]
bundle_2 tx< bundle_2 tx size-1:0% N/A Virtual wires input bundle #?
bundle 3 tx< bundle 3 tx_size-1:0% N/A Virtual wires input bundle #:
bundle 4 tx<bundle 4 tx_size-1:0% N/A Virtual wires input bundle #
bundle_5 tx-bundle 5 tx_siz-1:0> | | N/A Virtual wires input bundle #

= OO To T

Table 3.8 -DDCM transmitter virtual wires interface

Signal name I/Q Timing | Description
bundle_1 rx<bundle 1 rx size-1:0®© | Early | Virtual wires output bundle #1
bundle_2 rx<bundle 2 rx_size-1:0© | Early | Virtual wires output bundle #2
bundle_3 rx< bundle_3 rx_size-1:0© | Early | Virtual wires output bundle #3
bundle_4 r<bundle_4 r_size-1:0>| O | Early | Virtual wires output bundle ¢
bundle_5 r<bundle_5 r_size-1:0>| O | Early | Virtual wires output bundle ¢

Table 3.9 -DDCM receiver virtual wires interface

Notice that virtual wires inputs are asynchroncusg they are synchronized internally to the
DDCM.

Programming
The programming interface consists of a standafBuSType 1 interface allowing to access the
internal registers in order to configure the operabf the DDCM, mainly in terms of QoS
policy. The configuration of the DDCM registers cha done either during the initialization
phase or on-fly, in the sense that the registeesiffing the QoS policy can be modified even
during the normal operation of the block.
The programming interface is synchronous with tkeprog clock.

Signal name I/O| Timing | Description
prog_req I Late Request
prog_eop I Late End of packet
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prog_opc<3:0> I Late Operation cods

prog_add<7:2> I Late Address

prog_data<31:0> I Late Write data

prog_be<3:0 I Late Byteenable

prog_r_rei O | Early Response requ¢

prog_r_opc O | Early Operation status

prog_r data<31:0>O | Early Read data

Table 3.10 — Programming interface

Security encoder
The security encoder interface consists of a sétpmits representing the masks to be used for
the encoding/decoding of the outgoing/incomingsffitom/to the DDCM PHY adapter, in order
to encrypt them for protection against any hacking.

Signal name I/O| Timing | Description
phyt_hi_enc_tx<15:0> | N/A Transmitter phyt _hi mask
phyt_lo_enc_tx<15:0> | N/A Transmitter phyt lo mask
phyt_hi_enc_rx<15:0> | N/A Receiver phyt_hi mask
phyt lo_enc rx<15:C| | N/A Receiver phyt_lo ma:

Table 3.11 — Security encoder interface

Physical channel
The physical channel interface (PHY) is responsibitethe actual transmission of data between
dice.
According to the layered approach followed by DD@kplementation, the PHY can change
case by case according to specific system requirtesmand technology availability. The PHY
interface will then change accordingly.
This section reports the interface of the PHY isecaf 16 bits wide electrical physical channel
following the DCE/SCE approach. Differently PHY wstture realistically will have different
interfaces.
For any detail refer to the specific PHY documeaotat
When a data is ready to be transmitted a data wdjdal is issued; moreover, the clock is
required to be transmitted as well, since the DD@&hsmitter and receiver are physically
located in two different chips and then are clockieg different clocks, so that the
communication between them is asynchronous.
DDCM transmitter PHY is synchronous with the clkctack.

Signal name | I/O| Timing | Description

tx_phyt<15:0>| O | late Data to be transmitted

tx_valid O | late Data valid signal

tx_clock O | late Transmission clock for synchronizad]

Table 3.12 — Physical channel transmitter interface

DDCM receiver PHY is instead synchronous with the ix clock.
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Signal name | 1/0O| Timing | Description
rx_phyt<15:0>| | late Data to be transmitted
rx_valid I late Data valid signal
rx_clock I late Transmission clock for synchronizat

Table 3.13 — Physical channel receiver interface

DDCM controller PHY adapter interface
Since, thanks to the layered protocol approacle, IBCM can be implemented with different
PHY structures (DCE, SCE, parallel, serial, opti€d¥), it's convenient to specify also the PHY
adapter interface, even if it is internal to the C\D.
The interfaces described in the following tables exlated to an electrical PHY working in
DCE/SCE mode. In case of different PHY, the PHYpeainterfaces with the DDCM digital

parts will not change, while the interfaces witle tARHY will change according to the specific
PHY structure.

Signal name I/O| Timing | Description

seg<89:0> Early DDCM segment coming from layer B
seg_val Early DDCM segment valid flag (active tjig
seg_ac Early DDCM segmenacknowledge (active hig
tx_phy_mod Early PHY operation mode (DCE/SCE) cont

flag

Early | Phyt to be sent during clock rising e
Early Phyt to be sent duringc&ldalling edge
Early Specifies the phyt is reaoye transmitteo
Early PHY transmitter clock enable (active hig

tx_phyt_hi<15:0:
tx_phyt_lo<15:0>
tx_phyt valid
tx_phy tx_clk_enable

Olo|pl0| ©lo|-|-

=)

)

Table 3.14 — PHY adapter transmitter interface

Notice that, if the phy_mode configuration inputset to ‘1’, and then the PHY works in SCE
mode, only phyt_hi output is meaningful for the PEYapter transmitter, and only phyt_hi input
is meaningful for the PHY adapter receiver.

Signal name 1/0 Timing Description
rx_phyt _hi<15:0> | Early Phyt received by the PHYduring clock risiedge
rx_phyt 10<15:0> | Early Phyt received by the PHY during clock fafliedge
rx_phyt valid I Early Specifies the phyt is readybe kept
seg<89:0: ©) Early DDCM segment going to layer
seg_ve O] Early DDCM segment valid flag ctive high
Table 3.15 — PHY adapter receiver interface
Timing

The timing of all the DDCM ports depends on thehteldogy used to synthesize the design; as
example, the timing to be adopted when using theOSMechnology at 28 nm is defined as
follows:
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» Early means within the 30% of the clock cycle; an earput refers to a signal coming from a
register located into a module very close to theODMD) an early output refers to a signal leaving
a register of the DDCM.

* Late means within the 60% of the clock cycle; a latpuinrefers to a signal coming from a
module placed quite far from the DDCM, so that detay of the wire crossed by such a signal
has an impact on the arrival time to the DDCM inputate output refers to a signal crossing
some combinational logic before leaving the DDCM.

« Mid means within the 40% of the clock cycle; a miduinpefers to a signal coming from a
module placed not far from the DDCM, so that thiaglef the wire crossed by such a signal has
not a big impact on the arrival time to the DDCNpury; a mid output refers to a signal crossing
some small combinational logic before leaving tH2dM.

* N/A means an input is asynchronous with respect to D@k period.
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4 Registers

The DDCM is programmable in terms of some functionalities, in particular layer A (PHY adapter,
PHY) operation and routing (virtual channels), trough a set of registers. QoS management is
also planned to be configurable via registers.

Deliverable Report
Last update 01/31/2012
Version 1

DDCM registers are memory-mapped, and all of them are 32-bits wide and 32 bits-aligned.

The list of registers contained within the optional configuration module of the DDCM is shown in
next table in case of a DDCM with N virtual channels.

or

’E)

r

\

Addres: Name Descriptiot

Base+0x00| PHY_WIDTH PHY width actually wused 1
transmission

Base+0x04| PHY_MODE PHY transmission mode (DCE, S(

Base+Ox0 |INIT_1 8 TX VC_IC Tx virtual channel- initiator port
association (set 1)

Base+0x0¢ | INIT_9 16 TX VC_IC Tx virtual channel- initiator port
association (set 2)

Base+ix1C | TARG_1 8 TX VC_IL Tx virtual channel — target port
association (set 1)

Base+Ox1 | TARG_9 16 TX_VC_II Tx virtual channel — target port
association (set 2)

Base+Ox1 |INIT_1 8 RX FIFO_IL Rx FIFO - initiator port associatio
(set 1)

Base+0x1( | INIT_9 16 FX_FIFO_ID? Rx FIFO - initiator port associatio
(set 2)

Base+0x20| TARG_1 8 RX _FIFO_THRESHOLD Target rx F$R@reshold for credit
transmission (set 1)

Base+0x24| TARG_9 16 _RX_FIFO_THRESHOLDarget rx FIFOs threshold for cred
transmission (set 2)

Base+0x28| INIT_1 8 RX_FIFO_THRESHOLD Initiator rx IA®s threshold for
credits transmission (set 1)

Base+0x2C| INIT_9 16 RX FIFO_THRESHOLD Initiator r¥IFOs threshold fo
credits transmission (set 2)

Base+0x30| TARG_1 8 CREDIT_TIMEOUT Target rx FIFO®dit transmission
timeout (set 1)

Base+0x34| TARG_9 16 CREDIT _TIMEOUT Target rx FIFO=®dit transmissiol
timeout (set 2)

Base+0x38| INIT_1 8 CREDIT_TIMEOUT Initiator rx FIBCcredit transmissio
timeout (set 1)

Base+0x3C| INIT_9 16 CREDIT _TIMEOUT Initiator rx RS credit transmissio
timeout (set 2)

Base+0x40| TARG_1 8 RX FIFO_PRI Target FIFO priestin DDCM rx
for FC arbiter (set 1)

Base+0x44| TARG 9 16 RX FIFO PRI Target FIFO priesitin DDCM rx

2 Registers specifying ports to FIFOs associatiennat supported by DDCM v1.0
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for FC arbiter (set 2)

Base+0x48| INIT_1_8 RX_FIFO_PRI Initiator FIFO pitas in DDCM rx
for FC arbiter (set 1)

Base+0x4C| INIT_9 16_RX_FIFO_PRI Initiator FIFO piiees in DDCM rx
for FC arbiter (set 2)

Base+0x50| QOS Enables specific QoS algorithms

Base+0x5 | BUNDLE_SIZE Virtual wires bundles si:

Base+0x5 | ADCK_EN Activity driven clock enable for eac
clock domain

Base+0x5¢ | BI_TX_BYPASS Bl transmitter bypass ena

Base+0x60| TARG_RX FIFO_SAF Target FIFO store amd/déod enable

Base+0x64| WIRES SAM_RATE Virtual wires samplingerat

Base+0x68| DDCM_PHY_FREQ_RATIO Info on frequency iaatbetween
DDCM and DDCM PHY

Base+0x6C| IPORT_1 BWL Bandwidth limiter parametefsr
initiator port #1

Base+0x70| IPORT_2 BWL Bandwidth limiter parametefsr
initiator port #2

Base+0xA:« | IPORT_15 BWI Bandwicth limiter parameters fc
initiator port #15

Base+0xA! | IPORT_16_BWI Bandwidth limiter parameters fi
initiator port #16

Base+0xA( | PHY_DEBUG_MODE PHY input selector in debug mc

Base+0OxB' | INIT_1 8 TX VC PR Initiator tx virtual channel prioritie
(set 1)

Base+0OxB. | INIT_9 16 TX VC PR Initiator tx virtual channel prioritie
(set 2)

Base+OxB8| TARG 1 8 TX VC PRI Target tx virtual chah priorities
(set 1)

Base+OxBC| TARG_9 16 TX VC_PRI Target tx virtual channel piiies

(set 2)

Table 4-1 — DDCM registers

The PHY_WIDTH, PHY_MODE, and BI_TX_BYPASS registers are set after reset through the
DDCM input ports having the same names; such ports are sampled after reset and their values
are loaded into the correspondent DDCM registers; subsequently they can be re-programmed
dynamically through the DDCM programming interface. This is shown in figure 4.1.

Confidential document — page 21



FP7-1CT-2011-7 Deliverable Report

Project-N0.288869 Last update 01/31/2012
NAVOLCHI — D5.1 Version 1
prog_data(0) — 1
PHY_WIDTH/
/ PHY_MODE/
phy_width_tx/ / BI_TX_BYPASS
pht_width_rx/ 0
phy_mode/ /\
bi_tx_bypass
prog_req
rst_n_stac ——
clk_stac

Figure 4-1 — DDCM programming logic

The following tables show in detail the structure and the meaning of each register. Notice that
“not used” means that FFs are not physically present, while “reserved’” means the FFs are
present but their meaning is not defined at the moment. In both cases, write operations have no
effect while read operations return ‘0’

Name Address Bits Description

PHY_WIDTH Base+0x00 | <0> Specify the DDCM transmitter PHY interface data
(phyt) size

0: 16 bits

1: 8 bits
<1> Specify the DDCM receiver PHY interface data
(phyt) size

0: 16 bits

1: 8 bits
<31:2> Not used

Table 4-2 — PHY_WIDTH register structure

Name Address Bits Description

PHY_MODE Base+0x04 | <0> Specify the PHY operation mode
0 : Dual Clock Edge (DCE)

1: Single Clock Edge (SCE)
<31:1> Not used

Table 4-3 — PHY_MODE register structure
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Name Address Bits Description
INIT_1 8 TX_VC_ID | Base+0x08 | <3:0> Specify the ID of the VC connected to initiator port #1
<7:4> Specify the ID of the VC connected to initiator port #2
<31:28> | Specify the ID of the VC connected to initiator port #8

Table 4-4—INIT_1_8 TX_VC_ID

register structure

Name Address Bits Description
INIT_9_16_TX_VC_ID | Base+0x0C | <3:0> Specify the ID of the VC connected to initiator port #9
<7:4> Specify the ID of the VC connected to initiator port
#10
<31:28> | Specify the ID of the VC connected to initiator port
#16

Table 4-5—- INIT_9 16 TX VC _ID register structure

Name Address Bits Description

TARG_1 8 TX VC_ID | Base+0x10 | <3:0> Specify the ID of the VC connected to target port #1
<7:4> Specify the ID of the VC connected to target port #2
<31:28> | Specify the ID of the VC connected to target port #8

Table 4-6-TARG_1 8 TX VC_ID register structure

Name Address Bits Description
TARG_9 16_TX VC_ID | Base+0x14 | <3:0> Specify the ID of the VC connected to target port #9
<7:4> Specify the ID of the VC connected to target port
#10
<31:28> | Specify the ID of the VC connected to target port
#16

Table 4-7- TARG_9 16 TX VC_ID register structure

Name Address Bits Description
INIT_1 8 RX _FIFO_ID | Base+0x18 | <3:0> Specify the ID of the FIFO connected to initiator port
#1
<7:4> Specify the ID of the FIFO connected to initiator port
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#2

<31:28> | Specify the ID of the FIFO connected to initiator port
#8

Table 4-8—-INIT_1_8 RX_FIFO_ID register structure

Name Address Bits Description

INIT_9 16 RX FIFO_ID | Base+0x1C | <3:0> Specify the ID of the FIFO connected to initiator port
#9

<7:4> Specify the ID of the FIFO connected to initiator port
#10

<31:28> | Specify the ID of the FIFO connected to initiator port
#16

Table 4-9— INIT_9 16 _RX_FIFO_ID register structure

Name Address Bits Description

TARG_1_8 RX_FIFO_THRESHOL Base+0x20 | <2:0> Threshold for credit information
D transmission from target FIFO #1 in
DDCM receiver

0:1cell

n:2"cells(0<n<5)
6 : half FIFO
7

: whole FIFO

<53~ | Threshold for credit information
transmission from target FIFO #2
in DDCM receiver

<g:6> | Threshold for credit information
transmission from target FIFO #3
in DDCM receiver

<11:9> | Threshold for credit information
transmission from target FIFO #4
in DDCM receiver

<14:12> | Threshold for credit information
transmission from target FIFO #5
in DDCM receiver

<17-15> | Threshold for credit information
transmission from target FIFO #6
in DDCM receiver

<20:18> | Threshold for credit information
transmission from target FIFO #7
in DDCM receiver
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<23:21> | Threshold for credit information
transmission from target FIFO #8
in DDCM receiver

<31:24> | Not used

Table 4-10- TARG_1 8 RX _FIFO_THRESHOLD register sucture

Name

Address Bits Description

TARG_2_16_RX_FIFO_THRESHOL | Base+0Ox24 | <2:0> | Threshold

D

0:1cell

for credit information
transmission from target FIFO #9 in
DDCM receiver

n:2"cells (0<n<5)
6 : half FIFO
7 : whole FIFO

<53> Threshold for credit information
transmission from target FIFO
#10 in DDCM receiver

<8'6> Threshold for credit information
transmission from target FIFO
#11 in DDCM receiver

<11:9> | Threshold for credit information
transmission from target FIFO
#12 in DDCM receiver

<14:12> | Threshold for credit information
transmission from target FIFO
#13 in DDCM receiver

<17:15> | Threshold for credit information
transmission from target FIFO
#14 in DDCM receiver

<20:18> | Threshold for credit information
transmission from target FIFO
#15 in DDCM receiver

<23:21> | Threshold for credit information
transmission from target FIFO
#16 in DDCM receiver

<31:24> | Not used

Table 4-11- TARG_9 16 RX FIFO_THRESHOLD registestructure

Name

Address Bits Description

INIT_1_8 RX_FIFO_THRESHOLD

Base+0x28 | <2:0> Threshold

0:1cell

for
transmission from initiator FIFO #1 in
DDCM receiver

credit information
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n:2"cells(0<n<B5)
6 : half FIFO

7 : whole FIFO

<5:3> Threshold for credit information
transmission from initiator FIFO #2
in DDCM receiver

<8:6> Threshold for credit information
transmission from initiator FIFO #3
in DDCM receiver

<11:.9> | Threshold for credit information
transmission from initiator FIFO #4
in DDCM receiver

<14:12> | Threshold for credit information
transmission from initiator FIFO #5
in DDCM receiver

<17:15> | Threshold for credit information
transmission from initiator FIFO #6
in DDCM receiver

<20:18> | Threshold for credit information
transmission from initiator FIFO #7
in DDCM receiver

<23:21> | Threshold for credit information
transmission from initiator FIFO #8
in DDCM receiver

<31:24> | Not used

Table 4-12— INIT_1 8 RX FIFO_THRESHOLD register $ructure

Name Address Bits Description

INIT_9 16 RX FIFO_THRESHOLD | Base+0x2C | <2:0> Threshold for credit information
transmission from initiator FIFO #9 in
DDCM receiver

0:1cell
n:2"cells(0<n<5)
6 : half FIFO

7 : whole FIFO

<5:3> | Threshold for credit information
transmission from initiator FIFO
#10 in DDCM receiver

<g6> | Threshold for credit information
transmission from initiator FIFO
#11 in DDCM receiver

<11-9> | Threshold for credit information
transmission from initiator FIFO
#12 in DDCM receiver
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<14:12> | Threshold for credit information
transmission from initiator FIFO
#13 in DDCM receiver
<17:15> | Threshold for credit information
transmission from initiator FIFO
#14 in DDCM receiver
<20:18> | Threshold for credit information
transmission from initiator FIFO
#15 in DDCM receiver
<23:21> | Threshold for credit information
transmission from initiator FIFO
#16 in DDCM receiver

<31:24> | Not used

Table 4-13— INIT_9 16 RX_FIFO_THRESHOLD registerstructure

Name Address Bits Description
TARG_1 8 CREDIT_TIMEOUT | Base+0x30 | <2:0> Specifies the credits timeout for target #1
FIFO
“000" : 4 cycles
“001” : 8 cycles

“010” : 16 cycles
“011": 32 cycles
“100”" : 64 cycles
“101”: 128 cycles
“110" : 256 cycles
“111" : 512 cycles

<5:3> Specifies the credits timeout for target #2
FIFO

<8:6> Specifies the credits timeout for target #3
FIFO

<11:9> Specifies the credits timeout for target #4
FIFO

<14:12> | Specifies the credits timeout for target #5
FIFO

<17:15> | Specifies the credits timeout for target #6
FIFO

<20:18> | Specifies the credits timeout for target #7
FIFO

<23:21> | Specifies the credits timeout for target #8
FIFO

<31:24> | Not used

Table 4-14—- TARG_1 8 CREDIT_TIMEOUT register strudure

Confidential document — page 27



FP7-1CT-2011-7 Deliverable Report

Project-N0.288869 Last update 01/31/2012
NAVOLCHI — D5.1 Version 1
Name Address Bits Description
TARG_9 16_CREDIT_TIMEOUT | Base+0x34 | <2:0> Specifies the credits timeout for target #9
FIFO
“000” : 4 cycles
“001" : 8 cycles

“010": 16 cycles
“011”: 32 cycles
“100” : 64 cycles
“101” : 128 cycles
“110“: 256 cycles
“111" : 512 cycles

<5:3> Specifies the credits timeout for target #10
FIFO

<8:6> Specifies the credits timeout for target #11
FIFO

<11:9> Specifies the credits timeout for target #12
FIFO

<14:12> | Specifies the credits timeout for target #13
FIFO

<17:15> | Specifies the credits timeout for target #14
FIFO

<20:18> | Specifies the credits timeout for target #15
FIFO

<23:21> | Specifies the credits timeout for target #16
FIFO

<31:24> | Not used

Table 4-15- TARG_9 16 CREDIT_TIMEOUT register stricture

Name Address Bits Description

INIT_1 8 CREDIT_TIMEOUT Base+0x38 | <2:0> Specifies the credits timeout for initiator FIFO
#1
“000” : 4 cycles
“001” : 8 cycles

“010”" : 16 cycles
“011": 32 cycles
“100” : 64 cycles
“101": 128 cycles
“110" : 256 cycles
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“111* : 512 cycles

<5:3> Specifies the credits timeout for initiator FIFO
#2

<8:6> Specifies the credits timeout for initiator FIFO
#3

<11:9> Specifies the credits timeout for initiator FIFO
#4

<14:12> | Specifies the credits timeout for initiator FIFO
#5

<17:15> | Specifies the credits timeout for initiator FIFO
#6

<20:18> | Specifies the credits timeout for initiator FIFO
#7

<23:21> | Specifies the credits timeout for initiator FIFO
#8

<31:24> | Not used

Table 4-16— INIT_1_8 CREDIT_TIMEOUT register structure

Name Address Bits Description
INIT_9_16_CREDIT_TIMEOUT Base+0x3C | <2:0> Specifies the credits timeout for initiator
FIFO #9
“000” : 4 cycles
“001”: 8 cycles

“010”: 16 cycles
“011”: 32 cycles
“100" : 64 cycles
“101”: 128 cycles
“110": 256 cycles
“111" : 512 cycles

<5:3> Specifies the credits timeout for initiator
FIFO #10

<8:6> Specifies the credits timeout for initiator
FIFO #11

<11:9> Specifies the credits timeout for initiator
FIFO #12

<14:12> | Specifies the credits timeout for initiator
FIFO #13

<17:15> | Specifies the credits timeout for initiator
FIFO #14

<20:18> | Specifies the credits timeout for initiator
FIFO #15
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<23:21> | Specifies the credits timeout for initiator
FIFO #16

<31:24> | Not used

Table 4-17— INIT_9 16 CREDIT_TIMEOUT register structure

Name Address Bits Description

TARG_1 8 RX_FIFO_PRI Base+0x40 | <3:0> Specifies the priority of target #1 FIFO for
flow control arbiter (0 : lowest priority, 15 :
highest priority)

<7:4> Specifies the priority qf target #2
FIFO for flow control arbiter

<11-8> | Specifies the priority qf target #3
FIFO for flow control arbiter

<15:12> | Specifies the priority qf target #4
FIFO for flow control arbiter

<19:-16> | Specifies the priority qf target #5
FIFO for flow control arbiter

<2300~ | Specifies the priority qf target #6
FIFO for flow control arbiter

<2704~ | Specifies the priority qf target #7
FIFO for flow control arbiter

<31-28> | Specifies the priority qf target #8
FIFO for flow control arbiter

Table 4-18-TARG_1 8 PRI register structure

Name Address Bits Description

TARG_9 16_RX_FIFO_PRI Base+0x44 | <3:.0> Specifies the priority of target #9 FIFO for
flow control arbiter (O : lowest priority, 15 :
highest priority)

<7:4> Specifies the priority of target #10
FIFO for flow control arbiter
<11-8> | Specifies the priority 01_‘ target #11
FIFO for flow control arbiter
<15:12> | Specifies the priority 01_‘ target #12
FIFO for flow control arbiter
<19:-16> | Specifies the priority 01_‘ target #13
FIFO for flow control arbiter
<23:00> | Specifies the priority 01_‘ target #14
FIFO for flow control arbiter
<o7:04> | Specifies the priority 01_‘ target #15
FIFO for flow control arbiter
<31-28> | Specifies the priority 01_‘ target #16
FIFO for flow control arbiter
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Table 4-19-TARG_9 16 PRI register structure

Name Address Bits Description

INIT_1_8 RX _FIFO_PRI Base+0x48 | <3:0> Specifies the priority of target #1 FIFO for
flow control arbiter (O : lowest priority, 15 :
highest priority)

<7:4> Specifies the priority of target #2
FIFO for flow control arbiter
<11-8> | Specifies the priority c_)f target #3
FIFO for flow control arbiter
<15:12> | Specifies the priority c_)f target #4
FIFO for flow control arbiter
<19-16> | Specifies the priority c_)f target #5
FIFO for flow control arbiter
<2300~ | Specifies the priority c_)f target #6
FIFO for flow control arbiter
<2704~ | Specifies the priority c_)f target #7
FIFO for flow control arbiter
<31-28> | Specifies the priority c_)f target #8
FIFO for flow control arbiter

Table 4-20-INIT_1_8_ PRI register structure

Name Address Bits Description

INIT_9_16_RX_FIFO_PRI Base+0x4C | <3:0> Specifies the priority of target #9 FIFO for
flow control arbiter (O : lowest priority, 15 :
highest priority)

<7:4> Specifies the priority of target #10
FIFO for flow control arbiter
<11-8> | Specifies the priority 01_‘ target #11
FIFO for flow control arbiter
<15:-12> | Specifies the priority 01_‘ target #12
FIFO for flow control arbiter
<19:-16> | Specifies the priority 01_‘ target #13
FIFO for flow control arbiter
<23:00> | Specifies the priority of target #14
FIFO for flow control arbiter
<o7:04> | Specifies the priority of target #15
FIFO for flow control arbiter
<31-28> | Specifies the priority 01_‘ target #16
FIFO for flow control arbiter

Table 4-21-INIT_9 16 PRI register structure
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Name Address Bits Description
QOS Base+0x50 | <0> Specifies if LRA arbitration scheme is used

‘0’ => Bandwidth limiters are used

‘1’ => LRA scheme is used

<31:1> Reserved

Table 4-22— QOS register structure

Name Address Bits Description

BUNDLE_SIZE Base+0x54 | <5:0> Size of virtual wires bundle #1
“000000” : 0 (no wires)
“000001" : 4 wires

“000010” : 5 wires

“000011” : 11 wires

“000100” : 18 wires

“000101” : 20 wires

“000110” : 25 wires

“000111” : 32 wires

“001000" : 35 wires

“001001” : 39 wires

“001010” : 46 wires

“001011” : 50 wires

“001100" : 53 wires

“001101” : 60 wires

“001110" : 65 wires

“001111" : 67 wires

“010000” : 74 wires

“010001” : 80 wires

“111111" : all the existing wires (bundle_1 size)

<11:6> Size of virtual wires bundle #2

<17:12> Size of virtual wires bundle #3

<23:18> Size of virtual wires bundle #4

<29:24> Size of virtual wires bundle #5

<31:30> Not used

Table 4-23— BUNDLE_SIZE register structure
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Name Address Bits Description
ADCKEN Base+0x58 | <5:0> Specifies how many clock cycles (1 to 63) have to

elaps in the PHY clock domain after the last phyt has
been sent by the PHY adapater before issuing the
command to deassert the PHY clock.

When 0 it means Activity Driven Clock Gating is not
enabled.

<31:6> Not used
Table 4-24— ADCKEN register structure

Name Address Bits Description

Bl_TX BYPASS | Base+0x5C | <0> Specifies whether the Bl transmitter has to be
bypassed for debugging reasons or not

0: Bl Tx is active
1: Bl Tx is bypassed
<31:1> Not used

Table 4-25—- BI_TX_BYPASS register structure

Name Address Bits Description

TARG_FIFO_SAF | Base+0x60 | <0> Enables store and forward policy for target FIFO #1
0 : store and forward policy inactive

1 : store and forward policy active

<1> Enables store and forward policy for target FIFO #2

<i> Enables store and forward policy for target FIFO #i (2
<i<15)

<15> Enables store and forward policy for target FIFO #16

<31:16> | Not used
Table 4-26— ADCKEN register structure

Address Bits Description
Name

WIRES_SAM_RATE | Base+0x64 | <5:0> Virtual wires bundle 1 sample rate
0 : every cycle

1: every 2 cycles

2 : every 4 cycles
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3 : every 8 cycles

10 : every 1024 cycles
11 - 63 : reserved

<11:6> Virtual wires bundle 2 sample rate

<17:12> | Virtual wires bundle 3 sample rate

<23:18> | Virtual wires bundle 4 sample rate

<29:24> | Virtual wires bundle 5 sample rate

<31:30> | Not used
Table 4-27—- WIRES_SAM_RATE register structure

Name Address Bits Description

DDCM_PHY_FREQ_RATIO | Base+0x68 | <0> Specifies the frequency ratio between DDCM
clock and PHY clock

0 : f(DDCM) < f(PHY)
266 MHz vs 400/450 MHz
300 MHz vs 400/450 MHz
333 MHz vs 400/450 MHz
400 MHz vs 450 MHz

1: f(DDCM) >= f(PHY)
450 MHz vs 400/450 MHz
400 MHz vs 400 MHz

<31:1> Not used

Table 4-28— DDCM_PHY_FREQ _ RATIO register structure

Name Address Bits Description
IPORT_1_BWL Base+0x6C | <0> Enables bandwidth limiter
<4:1> Low priority (when the initiator has to be limited)

<12:5> Time window where the bandwidth has to be consumed

<16:13> | Fixed value for segment counter decrease

<20:17> | Thresholds (expressed in number of DDCM segments)

<28:21> | Maximum segment counter value
<31:29> | Not used

Table 4-29—- IPORT_1_BWL register structure
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Name Address Bits Description
IPORT_16_BWL | Base+0xA8 | <0> Enables bandwidth limiter

<4:1> Low priority (when the initiator has to be limited)

<12:5> Time window where the bandwidth has to be consumed

<16:13> | Fixed value for segment counter decrease

<20:17> | Thresholds (expressed in number of DDCM segments)

<28:21> | Maximum segment counter value
<31:29> | Not used

Table 4-30- IPORT_16_BWL register structure

Name Address Bits Description

PHY_DEBUG_MODE | Base+0xAC | <1:0> Specify the PHY data source in debug mode
“00” : DDCM

“01” : reserved

“10” : pattern generator

“11" : loopback FIFO

<31:2> | Not used

Table 4-31- PHY_DEBUG_MODE register structure

Name Address Bits Description

INIT_1 8 TX VC_PRI Base+0xB0 | <3:0> Specifies the priority of initiator #1 VC for
QoS arbiter (0 : lowest priority, 15 : highest
priority)

<7:4> Specifies the priority of initiator #2
VC for QoS arbiter
<11:8> | Specifies the priority of initiator #3
VC for QoS arbiter
<15:12> | Specifies the priority of initiator #4
VC for QoS arbiter
<19:16> | Specifies the priority of initiator #5
VC for QoS arbiter
<23:20> | Specifies the priority of initiator #6
VC for QoS arbiter
<27:24> | Specifies the priority of initiator #7
VC for QoS arbiter
<31:28> | Specifies the priority of initiator #3
VC for QoS arbiter

Table 4-32—-INIT_1_8 TX_VC_PRI register structure
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Name Address Bits Description

INIT_9_16_TX_VC_PRI Base+0xB4 | <3:0> Specifies the priority of initiator #9 VC for
QoS arbiter (0 : lowest priority, 15 : highest
priority)

<7:4> Specifies the priority of initiator #10
VC for QoS arbiter
<11.8> | Specifies the p_riority of initiator #11
VC for QoS arbiter
<15:12> | Specifies the p_riority of initiator #12
VC for QoS arbiter
<19-16> | Specifies the p_riority of initiator #13
VC for QoS arbiter
<23:00> | Specifies the p_riority of initiator #14
VC for QoS arbiter
<o7:04> | Specifies the p_riority of initiator #15
VC for QoS arbiter
<31:08> | Specifies the p_riority of initiator #16
VC for QoS arbiter

Table 4-33—-INIT_9 16 TX_VC_PRI register structure

Name Address Bits Description

TARG_1 8 TX_VC_PRI Base+0xB8 | <3:0> Specifies the priority of target #1 VC for QoS
arbiter (0 : lowest priority, 15 : highest
priority)

<74 Specifies the priority of target #2 VC
for QoS arbiter
<11:8> | Specifies th_e priority of target #3 VC
for QoS arbiter
<1512> | Specifies th_e priority of target #4 VC
for QoS arbiter
<1916> | Specifies th_e priority of target #5 VC
for QoS arbiter
<23:00> | Specifies th_e priority of target #6 VC
for QoS arbiter
<o7:04> | Specifies th_e priority of target #7 VC
for QoS arbiter
<31-28> | Specifies th_e priority of target #8 VC
for QoS arbiter

Table 4-34-TARG_1 8 TX VC_PRI register structure

Name Address Bits Description

TARG_9 16_TX VC_PRI Base+0xBC | <3:0> Specifies the priority of target #9 VC for
QoS arbiter (0 : lowest priority, 15 : highest
priority)
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<7:4> Specifies the priority of target #10
VC for QoS arbiter
<11-8> | Specifies the priority of target #11
VC for QoS arbiter
<15:12> | Specifies the priority of target #12
VC for QoS arbiter
<19-16> | Specifies the priority of target #13
VC for QoS arbiter
<23:00> | Specifies the priority of target #14
VC for QoS arbiter
<o7:04> | Specifies the priority of target #15
VC for QoS arbiter
<31:28> | Specifies the priority of target #16
VC for QoS arbiter

Table 4-35-TARG_9 16 TX VC_PRI register structure

Registers access path

This subsection highlights the path followed by programming traffic to access registers of the
different DDCM modules of a SiP.

Two different contexts can be individuated:

» the registers to be programmed are within the DDCM module in the same die where the
CPU is;

» the registers to be programmed are within the DDCM Module in the other die, where
there is no CPU.

Figure 4.2 shows the two different situations.
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Figure 4-2: DDCM registers access paths

If registers to be programmed are in the same die of the CPU, the CPU programming traffic
crosses the local interconnect, through the type 1 peripheral subsystem, and reaches the
DDCM type 1 programming port (continuous red arrow). Such a port implements full STBus type
1 protocol, including support for byteenables and 1/2/4/8 bytes operations.

If registers to be programmed are in the other die, the CPU traffic crosses the DDCM module of
the first die, reaches the DDCM module of the second die, from which it's routed to the local
interconnect of the second die, and after crossing the local peripheral subsystem, it reaches the
type 1 port of the DDCM module in the second die (blue arrow).

Registers in the second die could be accessed also through an internal path, i.e. CPU reaches
the programming port of the DDCM module in die #1, then if registers addresses are related to
registers of the DDCM module in die #2, this can be detected internally and registers
configuration commands can be sent directly to the DDCM module in die #2 (dashed red arrow).
This second programming option has been deeply evaluated and because of its complexity it
will not be implemented.
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Notice that the programming logic will implement a mechanism allowing to program DDCM
registers in a safe way, meaning that the actual writing of a registers will be prevented if there
are transactions in progress across the DDCM, and the programming of the register can impact
the safe completion of the operations in progress. Typical registers that can lead to such an
issue are the ones containing the threshold values for the credit-based flow control.
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5 Architecture

As shown in figure 5.1, the DDCM top level in eadie consists of a transmitter (DDCM Tx)
and a receiver (DDCM RXx).

In such a figure it's possible to see the two infation flows supported by a complete DDCM
architecture, i.e.

* requests from STNoC/STBus/AMBA-AXI initiators in iphl to STNoC/STBus/AMBA-AXI
targets in chip 2, responses from STNoC/STBus/AMBW- targets in chip 2 to
STNoC/STBus/AMBA-AXI initiators in chip 1, virtualires from chip 1 to chip 2 (continuous
lines);

* requests from STNoC/STBus/AMBA-AXI initiators in iph2 to STNoC/STBus/AMBA-AXI
targets in chip 1, responses from STNoC/STBus/AMBW- targets in chip 1 to
STNoC/STBus/AMBA-AXI initiators in chip 2, virtuakires from chip 2 to chip 1 (dotted lines).

STNoC/STB| | STNoC/STB| | Virtua

us/AXI us/AXI | wires
N w_..--Targen JA
DD DDEM
Tx: “— Rx i|i
Die #1
Die #2 Unidirection
al  physical
linke
DD DDGEM
RX: »TX :
» .".‘ ¥ %
STNoC/STB| |STNoC/STB Virtua
us/AXI us/AXI | wires
farget initiator

= Request traffic flow
=== Response traffic flow

= \/irtnal wirac

Figure 0-1: DDCM top level architecture and infotioma flow

The DDCM transmitter (DDCM Tx) is responsible for
* receiving requests from STNoC/STBus/AMBA-AXI initis in the same die and sending them
to STNoC/STBus/AMBA-AXI targets in the other die;
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* receiving responses from STNoC/STBus/AMBA-AXI tagya the same die and sending them
to STNoC/STBus/AMBA-AXI initiators in the other die
« sampling ancillary signals (virtual wires) genedai@ the same die at a specified rate and
sending samples to the other die.
The DDCM receiver (DDCM RX) is responsible for
» receiving requests from STNoC/STBus/AMBA-AXI initits in the other die and sending them
to STNoC/STBus/AMBA-AXI targets in the same die;
* receiving responses from STNoC/STBus/AMBA-AXI tagya the other die and sending them
to STNoC/STBus/AMBA-AXI initiators in the same die;
» receiving ancillary signals samples generated endther die and sending them to the proper
destination in the same die.
Figure 5-2 shows a full architectural view of an O, highlighting the separation between an
DDCM transmitter and an DDCM receiver.

IDN Plug transmitter Dien IDN Plug receiver

e

ﬁﬁﬁﬁﬁﬁﬁ L
v v v v vy l ! =
‘ FC& QoS ||= I Router
v 1
PHY adapter PHY adapter

Dien+1 Die n+1

Figure 0-2: DDCM detailed architecture

Figure 5-3 shows the architecture of the DDCM hgliting the connections with initiators and
targets across an STNoC interconnect. In this pdtis possible to see clearly how request and
response traffic streams flow.
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Transmitter

‘ Router

Figure 0-3: DDCM detailed architecture highlighting traffic streams flows
Figure 5-4 shows the connection and the traffiesstrs flows between two dice, highlighting the
two DDCMs architectures and their crossing. Speally, the orange line represents the request

traffic stream flowring from initiator 1 in die #bwards target 2 in die #2, while the yellow line
represents the response traffic stream flowing ftarget 2 in die #2 towards initiator 1 in die

/ Die #1 \ / Die #2 \

Transmitter

Figure 0-4 : Traffic streams flows between two dice

Next section describes in detail all the DDCM buntgblocks.
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6 Building-blocks

In this section all the DDCM building-blocks aresdebed.

Transmitter

The DDCM transmitter performs the following funci®
. Buffering of STNoC, STBus, AMBA AXI traffic;
. Sampling of virtual wires
. STNoC, STBus, AMBA AXI traffic size conversion wheequired
. Frequency conversion when required
. STNoC, STBus, AMBA AXI traffic and virtual wires eapsulation within IDN segments
. Credit-based flow control
. IDN segments QoS management
. IDN segments serialization
. Phyts encryption when enabled

. Phyts transmission in SCE or DCE mode

Request Input Channel

The Request Input Channel (ReqIC) deals with STNequest traffic generated either by an STNoC upstre
interface, or by an STBus or an AMBA AXI initiatbretwork Interface.

It is divided in three main parts:
» Kernel, responsible for buffering the incoming STNoC resfutraffic and performing flit size
conversion when required;
* FIFOs (header FIFO and payload FIFO), where STNoC rdquesrmation is stored and
performing frequency conversion when required,;
»  Shell, responsible for encapsulating the STNoC requiests IDN segments by generating a
proper IDN header.

q) [
STNoC § = Kernel DN
packets | & O STNoC segments
e c packet
- — ®© assembling ‘
O =
o - Freauenty —
Z © Conversion
l(T) LTJ Error/Power
p) Management

0-1: Input channel generic structure

The IC kernel in turn is composed of the followimgjlding-blocks:
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» downstream interface (DS) responsible for collecting STNoC flits and awili signals from
STNoC interface;

* input FSM (IFSM) responsible for discriminating between header @adoad flits and storing
them in the respective FIFOs.

The IC shell in turn is composed of the followingjlding-blocks:

» link scheduler (LS) responsible for reading header or payload FIF@edding on incoming
traffic shape;

» upstream interface (US) responsible for propagating the proper flit atschissociated signals;

* encapsulation module(Encap) responsible for generating the IDN header andigsuating
the STNoC flits and auxiliary signals within IDNgseents; here, since the network layer header
is related to the local network topology, only ®&NoC transport layer header is encapsulated
and propagated across the physical channel, wigle¢twork layer header is cut.

0-2: Input channel micro-architecture

The encapsulation module of the Request Input GHadealing with STNoC requests, has the
function of generating the IDN header and to add the STNoC flit and auxiliary signals, so to
build the IDN segment to be serialized and propatjatross the physical channel.

i Encapsulationmodule

0-3: Request IC encapsulation module function
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Table 6.1 shows the IDN header structure.

Field name | Size| Bits | Description

IC ID 6 <5:0> | Input Channe¢identifier

Type 2 <7:6> | IDN segment typeSTNoC, virtual wires, cred
Segment [ | 2 <9:8> | IDN segment identifier (first, last, intermedic

Table 6.1 — IDN header structure

The meaning of the header fields is detailed infellewing.

« ICID is the identifier of the input channel where thiaimation to be transmitted (both STNoC
transactions and virtual wires) comes from; markéegments with the IC ID is key for allowing
segments interleaving. If the segment is relatedrtoal wires (type = “01"), bits <2:0> of the IC
ID field represents the number of phyts requiredrémsport the virtual wires information (“---
000” = 1 phyt, “---001” = 2 phyts, “---010" = 3 pkg; “---011" = 4 phyts, “---100” = 5 phyts, “---
101" = 6 phyts), while bit <5> tells whether tharismitted bundle is the fifth one.

* Type allows the DDCM receiver to understand if the segibelongs to an STNoC transaction
(“00") or to virtual wires (“01"), in which case is forwarded to the corresponding OC, or if it
carries credit information (“107), in which caseistsent to the associated DDCM transmitter for
computing the new credits value.

* Segment ID specifies if the segment is the first (“01"), tlast (“10”) or an intermediate one
(00" for the transmitted transaction; this infaation is important for the correct reconstruction
of the transaction at destination. If the segmenteiated to virtual wires (type = “01"), the
segment ID field assumes the meaning of the vinnieés bundle identifier (“00” = bundle O,
“01” = bundle 1, “10” = bundle 2, “11” = bundle 3)f the segment is related to credits
information, the segment ID field represents thenber of phyts required to transport the credit
information (“00” = 1 phyt, “01” = 2 phyts, “10” 3 phyts, “11" = 4 phyts).

Response Input Channel

The Response Input Channel (ResIC) deals with STN@Ponse traffic generated either by an STNoCregst
interface, or by an STBus or an AMBA AXI target Werk Interface.

It is divided in three main parts:
» Kernel, responsible for buffering the incoming STNoC wmasge traffic and performing flit size
conversion when required;
* FIFOs (header FIFO and payload FIFO), where STNoC responformation is stored and
performing frequency conversion when required,;
*  Shell, responsible for encapsulating the STNoC respoimiesiDN segments by generating a
proper IDN header.

Kernel and Shell structure of the ResIC are theesahthe ReqIC.
The encapsulation module of the Response Input i@hadealing with STNoC responses, has
the function of performing the inverse src remagpienerating the IDN header and to add it to

the STNoC flit and auxiliary signals, so to buitettiDN segment to be serialized and propagated
across the physical channel.
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Encapsulationmodule

Inverse src
remapper

0-4: Response IC encapsulation module function

Virtual W ires Input Channel

The Virtual Wires Input Channel (VWIC) deals witByachronous signals not following any standard qurok,
such as interrupts, power down handshake, etc.

The Virtual Wires IC interface can be up to 40G biide and is organized as a set of 5 bundles, ga¢h 80-bits
wide. However for the input port it's possible fgesify how many wires out of the existing ones @meaningful,
through a dedicated register; this possibility whHoto reuse the same DDCM VWIC block in differegstems,
where the number of virtual wires is different.

In order to transmit virtual wires information wigl wires bundles are sampled periodically, at@ specified in the
related configuration register, and the sampledieglare stored into the proper section of the VWi@Gpse
elements are also up to 400 bits wide and areigit5 bundles up to 80-bits wide, in order tafamsmitted across
the die-to-die channel as a set of 5 segments; bantle is marked by a proper identifier to alldve tcorrect
reconstruction of virtual wires information at dastion.

Notice that, due to their intrinsic asynchronousurey virtual wires are properly synchronized in ©f clock
domain by a proper number of synchronization FFs.

In order to avoid to transmit twice or more the sanformation, if two back-to-back virtual wiresrmles samples
are equal, the second one is not transmitted ageice this means no new events to be transmitigd bccurred.
According to that, when the sampling rate is chosgunal to the DDCM clock frequency, the transmigsiof
virtual wires information follows actually a on-eweapproach, i.e. as soon as at least one wiregelsdts state from
‘0’ to ‘1’ the port configuration is stored intoegh-IFO.

Virtual Wires IC por

_ —
Sampling DDCM clk
rate register v
— Virtual Wires registe
A

Figure 0-5 —Virtual Wires IC portbundle sampling

If programmed bundles sampling rates are suchntfmee bundles have to be transmitted simultaneoasproper
arbitration is performed in order to select the dlanthat can be transmitted, the others waitingtf@ir turn, as
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shown in figure 7-6. Bundles priorities are simgbtermined by bundle index, i.e. bundle 1 has thkdst priority,
bundle 5 has the lowest.

Virtual Wires pori

| 11 N
Sampling DDCM clk
rate v
GO
rniint
A
v
Cycles D >
A r~rniint
4
— -
L/
N =
v v U v

Bundles

l

Encapsulation

Figure 0-6 - Virtual wires bundles arbitration

The number of phyts required to transmit the virtmiaes bundle information is transported in thelBCfield of the
IDN segment header; this is required because, valilthe STNoC segments have a fixed size, theialinvires
bundles segments have a different size, linkedé¢onumber of bits used in each bundle. With thisragch the
same information can be transported in case ofipalyshannels of different width.

Finally, it's important to highlight that onljevel signalsare supported as virtual wires, whipelses are not
supported, since they would be lost either if tipeiriod was lower than the virtual wires samplirgiqd, or if, even
having a period greater the sampling period, thated virtual wires bundles lost the arbitratiom éotime long
enough to make the pulse to disappear.

Credits Input Channel
The Credits Input Channel (CIC) deals with the redormation coming from the DDCM receiver, reddtto the
segment FIFOs of the OCs.

Flow Control and QoS

The Flow Control and QoS modules performs arbaratietween the IDN segments generated
by the different Input Channels, according to teleected QoS policy, taking into account the
numer of credits available for each IC. If an IG Im@ credits available, it won't be arbitrated, so
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that at the end the winner of the arbitration Wil an IC sure to see its segment propagated to
the other die across the physical channel.

Arbitration schemes
The QoS module supports three different arbitrasicimemes:
*  Priority-based
*  Priority-based with bandwidth limitation
* LRA (Less Recently Arrived)
The required arbitration scheme can be programneedoftware properly setting the dedicated
registers (see section 8).

Priority-based

The simplest arbitration scheme supported by th8 @odule is based on priority, expressed
through a 4 bits value. Provided that credits ralways the highest priority, followed by virtual
wires, for all the STNoC ICs it's possible to pragr their priorities so to follow a specific
criterion for segment arbitration; STNoC ICs pril@s$ are stored in dedicated DDCM registers
and are propagated to the arbiter in the QoS modldtce that in case of equal priority values,
the winner of the arbitration will be determinedcaing to apositional approach so as in
STBus node arbiters.

Priority-based arbitration scheme is the defaudt tnDDCM QoS module.

Priority-based with bandwidth limitation

With this arbitration scheme the initiators areiaabed according to their priority, but when they
consume the bandwidth programmed for them withspecific time window, their priority is
lowered, so to allow other initiators normally hayilower priorities to win the arbitration.

In order to enable bandwidth limitation in DDCM Qao®dule, bandwidth limiters have to be
activated and configured via the proper registers.

LRA (Less Recently Arrived)

This arbitration scheme allows to take into accdhettime at which an initiator has issued its
request, so to be priviledged in case of arbitrewwith other initiators issuing their requests late

PHY Adapter

The PHY adapter transforms DDCM segments into m#&bisuitable for being propagated across
the physical channel; in particular this block issponsible for segment serialization for
exploiting the narrower physical channel, and clehremcoding for reducing dynamic power
consumption. This second block can be bypasseddpefdy setting the input configuration pin
or the correspondent register; such a bypass carséf@l in case of system debugging when
errors occur.

The output of the PHY adapter is the input of théYP responsible for actual transmission
across the physical channel.

PHY adapter output is endowed with two 16-bits pomamed phyt hi and phyt low,
representing twphyts(PHYsical uniTS) that can be delivered to the AH¥ne clock cycle.

If the PHY works in dual clock edge (DCE) mode BidY adapter has to deliver the PHY two
phyt of 16 bits each, one to be transmitted dutiregclock rising edge and the other one to be
transmitted during the clock falling edge; if thidYworks in single clock edge (SCE) mode, the
PHY adapter sends only one phyt over the phyt_ti po

Confidential document — page 48



FP7-1CT-2011-7 Deliverable Report
Project-N0.288869 Last update 01/31/2012

NAVOLCHI - D5.1 Version 1

The PHY adapter has also to deliver the PHY thekcknable signal; this signal is active high,
i.e. when high the PHY transmitter clock is onmnfiast be on during the system boot), when low
PHY transmitter clock is off.

Notice that, during the PHY test phase, the induthe PHY does not come from the PHY
adapter anymore, but rather from external testcgmyii.e. the pattern generator, according to the
test interface described in table 6.2.

90 bits Serializer Bl encoder
segment

16 bits
phyt_hi
Bypass option | Encryption P>
) Module >
16 bits
A phyt_lo
Debug |
Module —>
IF ﬁ

phyt_lo_enc phyt_hi_enc
Operation
mode selector

Figure 6-7 — DDCM layer A building-blocks

Serializer
This module has the task to split 90 bits STNoGremgs generated by the DDCM modules into

smaller units.

90 bits DDCM segment

AN
15/8 bits phyt D D D D D D

Figure 6-8 — Serializer function

Depending on the physical channel size (16 or$,hihe serializer will split an STNoC segment
in 6 or 13 smaller units 15-bits or 7-bits widedanill split the credit and virtual wires segments
into the proper number of 15-bits or 7-bits widésidepending on the required number of phyts
stored in the segment header, according to thalarsegment size policy

The following table shows the number of phyts gatest depending on the incoming segment in
case of 16-bits physical channel.
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16 bits phyts

STNoC

6

Credit (< 32)

Credit (> 32, < 128)

Credit (= 128)

Virtual wires (< 4)

Virtual wires (>=6, < 21)

Virtual wires (<= 21, < 36)

Virtual wires (<= 36, <51)

Virtual wires (<= 51, < 66)

g (B (W N (PPN

Virtual wires (<= 66)

6

Deliverable Report
Last update 01/31/2012
Version 1

Table 6-1 — Number of transmitted phyts in case df6-bits physical channel

In order to compensate the delay introduced by shigalization, the serializer output should ruraat
higher speed. In any case, whatever is the spedted?HY, since the DDCM clock and the PHY clock
have to be considered asynchronous, the serialifietake care of the frequency conversion, relyory
the frequency bridge component.

Bus Inverter (Bl) encoder
This module implements a source encoding technigileeving minimizing the Hamming
distance between two consecutive phyts, so to edaanuch as possible the switching activity
over the physical channel during the transmissfanformation from one chip to the other.

in_bus——

Bus Inverter
encoder

inv

out_bu:

inv

out_bus

Figure 6-9 — Bus Inverter encoder
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The operation of the Bl encoder, according to tbleematic depicted in figure 7-13, is the
following:
» the phyt to be transmitted is inverted by a prapeersion module (inverted means that
every ‘0’ is replaced by a ‘1’ and every ‘1’ is taped by a ‘0’);
* a comparator determines whether the Hamming distd@tween the last transmitted
phyt and the new phyt to be transmitted is grethi@m half phyt size;
» if yes, the inverted new phyt is transmitted; it,rtbe original new phyt is transmitted.

With this approach the new phyt to be transmittetl determine the minimum switching

activity over the physical link.

Previous phyt New phyt H | Encoded phyt inv H | Gain
000000000000000 | 000000000000000 0 000000000000000 | O 0 -
000000000000000 | 1111112121111111 | 15 | 000000000000000 | 1 0 100%
1111122112211212 | 111100000000000 | 11 | 0000111111121111 | 1 4 64%
000111111111111 | 010101010101010 7 010101010101010 | O 7 -
101010101010101 | 010101010101010 | 15 | 101010101010101 | 1 0 100%
101010101010101 | 111111110000000 8 000000001111111 | O 7 12.5%
111111100000000 | 000011110000000 5 000011110000000 | O 5 -
000111100000000 | 111111001100110 8 000000110011001 1 6 25%
000001100110011 | 111211110000110 | 10 | 000000001111001 | 1 5 50%

Table 6-2 — Examples of Bus Inverter encoding

The table above shows some examples of bus encadlated to a 15 bits bus; H is the
Hamming distance between new and previous phyttlaadain is expressed as the number of
removed switching using the encoded new phyt, vatipect to the number of original switching
using the original new phyt.

Since the Bl input data can have either 15 or justeaningful bits, the generation of its output
will change accordingly, depending on the valughaf PHY_WIDTH register (see section 8).
The following table shows the format of the encogégits generated by the Bl encoder for the
two possible sizes.

Phyt size Bits Field

16 bits <0> inv flag
<1:15> | Phyt data

8 bits <0> inv flag
<1:.7> Phyt data
<8:15> | Not used

Table 6-3 — Bl encoder outputs for different phyt &zes

Notice that independently on the phyt size,itheflag is located always in bit O of the phyt.

Debug interface

As shown in figure 6-7, the output of the PHY a@aptan be driven by an external debug
module, for test reasons; according to that, thpuwiwf the BI transmitter is multiplexed with
the debug input, under the control of a propercsete The selector is thist_phy_sce_sehput
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signal, and allows to choose the PHY adapter ouiptween the Bl transmitter output and the
pattern generatomput.

Encryption module

Whatever is the output of the PHY adapter, it carebcrypted simply performing a XOR with
the input key coming from the external security aater module. A key exists for each phyt
(hi/lo), and the same keys are used in the recéwvehe proper decoding.

PHY

The PHY implements the DDCM transmitter physicagkla responsible for the transmission at physieatl of the
phyts across the physical channel.

Receiver

The DDCM receiver performs the following functions:
. phyts acquisition in SCE or DCE mode;
. phyts decryption when required,;
. IDN segments assembly (deserialization);
. IDN segments routing;
. STNoC, STBus, AMBA AXI traffic and virtual wires censtruction from IDN segments;
. frequency conversion when required;
. STNoC, STBus, AMBA AXI traffic size conversion whesaquired;
. generation of STNoC, STBus, AMBA AXI traffic;
. generation of virtual wires traffic.

. credit information generation

PHY

The PHY implements the DDCM receiver physical layesponsible for the acquisition at physical lesEthe
phyts transmitted across the physical channel.

It transforms phyts received from the PHY into DDQgments; in particular this block is
responsible for channel decoding for reconstructing actual data previously encoded for
reducing dynamic power consumption, and DDCM sedmassembly through deserialization.
The channel decoder does not need the bypass @#tiite counterpart, since if Bl transmitter is
bypassed, the information will arrive always not@ahed.

The input of the PHY adapter is the output of théYP responsible for actual transmission
across the physical channel.

PHY adapter input is endowed with two 16-bits ponmed phyt_hi and phyt_low, representing
two phytg that can be delivered from the PHY in one clogile.

If the PHY works in dual clock edge (DCE) mode #idY adapter has to take from the PHY
two phyt of 16 bits each; if the PHY works in siagilock edge (SCE) mode, the PHY adapter
takes only one phyt from the phyt_hi port.

Both ports are retimed to remove timing constraints
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16 bits
phyt_hi )
=
16 bits r% t_Ic/>\ >

phyt_lo_enc phyt_hi_enc

Figure 6-10 — DDCM layer A building-blocks

Decryption module

The input of the PHY adapter can be decryptedréivipusly encrypted during transmission,
simply performing a XOR with the input key cominmgrh the external security decoder module.
A key exists for each phyt (hi/lo), and the samgskate used in the transmitter for the proper
encoding.

Bus Inverter (Bl) decoder
This module implements a source decoding techredjoe/ing recovering the original phyt after
the source encoding performed by the Bl transmitt@rder to minimize the Hamming distance
between two phyts transmitted back to back.
The operation of the Bl decoder, according to tbleematic depicted in figure 7-16, is the
following:

» the received phyt is inverted by a proper inversiadule, following the same inversion

algorithm described in when dealing with the Bhsmitter;
» depending on the value of the inv signal, eitheriticoming phyt or the inverted one is

propagated.
in_bus
- Bus Inverter | out bus
. decoder -
inv
inibus+
out_but
/
/
inv

Figure 6-11 —Bus Inverter decoder
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The following table shows some examples of bus diecorelated to a 16-bits bus.

Bus value inv Decoding

000000000000000 0 000000000000000
000000000000000 1 1111111112111211
00001111111211121 1 111100000000000
010101010101010 0 010101010101010
010101010101010 1 101010101010101
111111110000000 0 111111110000000
000011110000000 0 000011110000000
000000110011001 1 111111001100110
000000001111001 1 111111110000110

Table 6-4 — Examples of Bus Inverter decoding

Since the Bl decoder input data can have eitharjést 8 meaningful bits, the generation of its
output will change accordingly, and depending am thlue of the PHY_WIDTH register (see
section 8).

The BI decoder input format is equal to the Bl eterooutput format so as described in table 6-
4.

Deserializer
This module has the task to build 90 bits segmstaging from 6 15-bits wide units coming
from the channel decoder

15 bits phyt

90 bits DDCM segment

Figure 6-12 — Deserializer function

It's also possible to configure the PHY adaptettsd the deserializer uses 13 7-bits wide units
to build the 90 bits segment. This in the case Ilmctv only 8 bits of the physical channel are
used, for example because the transmitter or tewer has an 8-bits wide interface.

The deserializer gets data at the frequency oPth¥ and generates data at the frequency of the
DDCM controller, and it works correctly whatever tise frequency ratio between DDCM
controller and PHY.

Router
The router sends the re-generated IDN segment ¢awhe proper Output Channel.

Request Output Channel

The Request Output Channel (ReqOC) generates STidqQ@est traffic either towards an STNoC dowstream
interface, or towards an STBus or an AMBA AXI| tar§eetwork Interface.
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It is divided in three main parts:

»  Shell, responsible for the reconstruction of the STNeGuest traffic from the IDN segments
regenerated by the PHY adapter.

* FIFOs (header FIFO and payload FIFO), where the recoctstd STNoC request information is
stored and performing frequency conversion whenired;

* Kernel, responsible for performing flit size conversiomem required, performing the src-
remapping and generating the local routing inforomaaccording to the incoming address and
the local (local to the die) network topology.

IDN Kernel B STNoC
segments STNoC 2 packets
packet o
assembling O _
— Frequency | 2
Conversion @
—
Power Q
9]
Management %))

0-13: Output channel generic structure

The IC shell in turn is composed of the followingjlding-blocks:

* IDN segment FIFO (Seg FIFO responsible for storing IDN segments after theedalization
performed by the PHY adapter and generating thditdrdormation to be sent to the other die;

e extraction module (Extract) responsible for removing the IDN header and neegating the
original STNoC flits and related auxiliary signad; this point only the STNoC transport layer
header is re-generated, while the network layedéealepending on the local network topology,
is built from scratch relying on network struct@wareness and some programming information
(QoS, routing).

* input FSM (IFSM) responsible for discriminating between header aydoad flits and storing
them in the respective FIFOs.

The IC kernel in turn is composed of the followimgjlding-blocks:
* output FSM (IFSM) responsible for reading header or payload FIF@edding on incoming
traffic shape;
» upstream interface (US) responsible for propagating the proper flit atschissociated signals.
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| Shell
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| Seg FIFO
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0-14: Output channel micro-architecture

The extraction module of the Request Output Charaesling with STNoC requests, has the
function of regenerating the STNoC flits and awaii signals, performing the src remapping,
generating the QoS information and generating alging informationaccording to the topology
of the network of the local die.

Extraction module

IDN segment
parser

0-15 Request OC encapsulation module function

Response Output Channel

The Response Output Channel (ReqOC) generates STélpDnse traffic either towards an STNoC dowstream
interface, or towards an STBus or an AMBA AXI] iatior Network Interface.

It is divided in three main parts:
»  Shell, responsible for the reconstruction of the STNe€ponse traffic from the IDN segments
regenerated by the PHY adapter.
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*  FIFOs (header FIFO and payload FIFO), where the recoctstd STNoC response information
is stored and performing frequency conversion wiegired;

» Kernel, responsible for performing flit size conversiohem required and generating the local
routing information according to the incoming smdathe local (local to the die) network

topology.

The extraction module of the Response Output CHadeealing with STNoC responses, has the
function of regenerating the STNoC flits and awxii signals, generating the QoS information
and generating the routing informationaccordinthtotopology of the network of the local die.

________________________________________________________

Extraction module

IDN segment
parser

0-6 Response OC encapsulation module function

Virtual wires Output Channel

The Virtual Wires Output Channel (VWOC) generategnghronous signals not following any standard quok,
such as interrupts, power down handshake, etc.
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7 Reset strategy

When a system is partitioned among different dice, it's possible that the memory from which the
boot is executed is located in a die different from the one where the CPU executing the boot is
located; a strategy ensuring the die containing the memory (die #2) exits from reset before the
die containing the CPU (die #1) is then required, so to prevent requests from CPU to be lost
during the system initialization phase.

A\ 4

\ e

Memory

== CPU boot request flo
== Memory boot response flow

Figure 7-1: DDCM operation during system boot phase

This can be obtained in four different ways at least:

a) the reset controller takes care of reset sequence, guaranteeing that die #2 exits from
reset before die #1,;

b) the reset controller resets die #2, die #2 signals die #1 it has left the reset phase, and die
#1 can proceed with its reset procedure;

c) each die informs continuously the adjacent dice with whom it can talk about its status
(available or not available), so that a DDCM transmitter won’t assume a data to be sent if
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the destination status is not available. This can be achieved for example through a
loopback strategy, exploiting a specific magic bit of virtual wires.

d) DDCM transmitters have 0 credits after reset, so they can’t transmit anything until they
receive credit information from adjacent dice.

Solution b) requires additional wires to inform the different DDCM transmitters about the status
of the different DDCM receivers.

Solution c) requires additional logic to implement the loopback strategy (i.e. a Tx in the first die
sends a virtual wires bundle and waits for the Rx in the second die to send back a copy).

Solution d) looks not practical since, having DDCM transmitter O credits after reset, the credit
information can’t be transmitted either.
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8 Power control

This section describes the strategy adopted in the DDCM for reducing as much as possible the
power consumption.

Two main mechanisms are used for achieving this objective:
» Activity-driven clock gating
* Source encoding

The activity driven clock gating is a technique relying on the request-activated clock (RACK)
philosophy, aiming at controlling the PHY clock so to reduce the power consumption at pads
level.

Actually when no activity is detected at PHY adapter output for a well determined number of
clock cycles, a command is issued telling the PHY to switch-off its clock. As soon as activity
starts again to be detected, a command to resume the clock is issued to the PHY.

clk_plug S(erce #1 Squrce #n

—>|VC #1 —>|VC #n

g e [
i I

»| Segmentation module

T ... 1

Flow control and QoS module

A 4

U ADCK_EN
reqiset
—>
—>
clk_phy_tx
—>
Physical channel tx_phy_tx_clk_ena

Figure 8-1: Activity-controlled clock gating in DDMCtransmitter
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As highlighted in figure 8.1 the activity driven clock control is performed by a block at PHY
adapter hierarchy level, according to the following operation:

» the ADCG_EN register contains the number of clock cycles in the PHY clock domain
that have to elaps with no phyts sent to PHY interface before switching-off the PHY
clock; if the value stored in this register is 0, Activity Driven Clock Gating is not enabled
and the PHY clock is always on;

* when no phyts are transmitted from PHY adapter serializer interface, a counter starts
counting;

« until there are no phyts transmitted from PHY adapter serializer interface and the
counter value is lower than the value stored in the ADCG_EN register, the counter is
incremented;

» if before reaching the value stored in the ADCG register a phyt is transmitted from PHY
adapter serializer interface, the count is interrupted;

« when the counter reaches the value stored in the ADCG register the
tx_phy_tx_clk_enable signal is set to ‘0’; this is a command to the PHY telling that the
PHY clock has to be switched—off;

« as long as no phyts are transmitted from PHY adapter serializer interface, the
tx_phy_tx_clk_enable signal is kept to ‘0’;

e as soon as a new phyt is transmitted from the PHY adapter serializer interface, the
tx_phy_tx_clk_enable signal is set again to ‘1’; this is a command to the PHY telling the
PHY clock has to be resumed.

Notice that the functionality described above is implemented in the PHY transmitter clock
domain, and the ADCG_EN register, coming from the DDCM clock domain, is properly
synchronized in order to avoid metastability issues.

Normally when a command to switch-off the clock is issued, the actual clock switch-off occurs
after some cycles of latency required to empty the PHY pipeline; when a command to resume
the clock is issued, the clock should be resumed immediately.

The source encoding is a technique implemented in the PHY adapter and aiming at minimizing
the Hamming distance between two consecutive phyts transmitted over the physical channel, in
order to minimize the switching activity.

Bus Inverter (Bl) encoder

This module implements a source encoding technique allowing minimizing the Hamming
distance between two consecutive phyts, so to reduce as much as possible the switching
activity over the physical channel during the transmission of information from one chip to the
other.
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